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Executive Summary’

* A short summary of the main strengths and weaknessehat were pointed out in the self-evaluation proess.

» A short description of the actions the Institution,the Parent Unit and the Department are going to tiee in order
to improve the weak points that were found.

» A brief statement as to the extent which the StudiProgram has achieved its mission, goals and learrgn
outcomes, and whether the outcomes comply with itaission statement. Are the Institution, Parent Unitand
Department satisfied with the outcomes of the StudiProgram?

¢ If the study program has previously gone through tlie CHE quality assessment process — please brieflgatribe
the main changes that have been made in the prograsince the last evaluation.

Study programOur program currently offers a variety of tracksieh is appropriate for top-notch computer science
education. The program is highly competitive, végymmanding and provides high level of theoreticalcation and
practical skills. Its excellent reputation allowsa attract outstanding students. Our graduaieslale to quickly find
work and contribute to Israel’s Hi-tech industry,amntinue their studies at the best researchtinss worldwide.
The program’s main weakness is our inability toecall areas of computer science, including sonpoitant areas
such as programming languages and compilers. Viédads difficulties in attracting students to Jatas.

Staff and researchThe group of faculty members of the school is cosepl of highly skilled and committed
individuals, with worldwide reputation in their p=ctive research areas. This is the main factoiriboring to the
high ranking of the school - it is ranked thé"2@p CS Department worldwide according to the Shahgcademic
ranking. It also allows the department to attractedlent faculty candidates. The supportive adnviaigon staff is a
group of dedicated and skilled individuals, whadsponsible for the smooth management of the schid@ main
weakness is the emerging difficulty in the lastmeuof years to attract new faculty members whd segktle in
Jerusalem.

Infrastructure The new building will support all the needs oé tschool, from teaching to research, for many years
to come. The library is still lacking space.

We are constantly evaluating and improving our gfu@dgram, as part of a continuous process. Iméxe academic
year we will introduce small modifications to th&t lof obligatory and elective courses, as listetblw. We will also
change the format of the M.Sc. exam, since studentsd the previous format stressful and time cariag. Most
importantly, to address the problem raised by th&inuous increase in the number of students aaaplening of
the engineering program, we will start a processvbjch we offer some of the first and second yeandatory
courses in both the first and the second semedteis.will allow students more flexibility, and lexthe burden in
the first year. We will continue the process ofeoffig more tutoring groups to decrease the numbstuadlents in
each group. As part of the faculty of natural scen we will tighten the schedule of exams and ipevaster
response time, in order to reach a state whegadles are known and final before the next acadgeac starts.

We see our mission as providing our students witteléent understanding of fundamental scientifimgples in
computer science, as well as the basic technidé skich will allow them to enter and influendeetIsraeli Hi-tech
job market. Generally speaking we are satisfiechwaitir study program and believe that it accomptistigs
mission; we do not plan any fundamental chang#sg@rogram.

The program has gone through a CHE quality assedgmnecess before. We have implemented many chaoges
address the comments and recommendations obtairibi iearlier process: (i) The current report wapared in a
different process, involving almost all faculty mieens. (i) We invested a lot of thinking and effart the
development plans of the school of engineeringetent years. (iii) We work on constantly lowerithg fgrades in
our various courses; as of next year, it will bguieed that all obligatory and elective coursesi@ah an average
grade of roughly 85. (iv) As funding to the depaetrhincreases, we constantly increase the numbdarAd
assigned to each obligatory course, in order toedese the size of the tutoring groups. (v) Gradimg of exams
has been reduced to 2 weeks in this year, andowiflrther reduced to 10 days in the next yea).Ani alternative
infinitesimal math course has been developed ayfsavs ago, and it is offered to the engineerindesits and those
who major in two subjects, in order to decreaseldiael on these students. (vii) We are offeringofehips to
excellent M.Sc. students, in order to encouragdést undergraduates to come to HUJI for theirgatelstudies.

! The length of the Executive Summary should be tboe page.
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Chapter 1

The Hebrew University of Jerusalem

1.1 A brief summary describing the institution and its development since its establishment, including
details of the campus(es) where the institution'seiching activities take place (number and
location), names of the faculties /schools/departmes in the institution, the overall number of
students studying towards academic degrees in thestitution according to faculty and degree
(first degree, second degree with thesis, secondgdee without thesis, doctoral degree), the date of
recognition by the Council for Higher Education.

The proposal to establish a Jewish institutiorhigher education was first raised as far back &2 1et the
cornerstone of the Hebrew University was only laiderusalem in 1918. On April 1, 1925, the Uniitgrs
was officially opened on Mount Scopus. The acaddifécof the University (courses and research) took
place on Mount Scopus until 1948, the year of statdishment of the State of Israel. During the \&ar
Independence, the road to Mount Scopus was bloakddhe University was forced into exile; it comniga

its activities thereafter in rented facilities deatd throughout various parts of Jerusalem. In51%be
government of Israel allocated land in the GivatnReeighborhood for a new Hebrew University campus.
1967, the road to Mount Scopus was reopened, atiteirarly 1970s, academic activities were restored
the Mount Scopus campus.

The University has since continued to grow, with #uddition of new buildings, the establishment eivn
programs, and the recruitment of outstanding schotasearchers and students, fulfilling its commeitt to
excellence.

The Hebrew University in Jerusalem was accreditedmainstitution of higher education by the Prasids#
Israel, Mr. Itzhak Ben-2vi, in accordance with thaw of the Council of Higher Education, 1958, oe th
23rd of August 1962.

The Hebrew University operates on five campuses:

* Mount Scopus campus, site of the Faculty of Hunes@nd the School of Education, the Faculty of
Social Sciences, the School of Business Administratthe Faculty of Law and the Institute of
Criminology, the School of Occupational Therapy taul Baerwald School of Social Work and
Social Welfare, the Truman Institute for the Advament of Peace, the Center for Pre-Academic
Studies, the Rothberg International School, andthitger Center for Adult Education.

« Edmond J. Safra campus in Givat Ram, site of thmilBaof Mathematics and Natural Sciences,
The Rachel and Selim Benin School of Engineering @mputer Sciences, The Center for the
Study of Rationality, The Institute for Advancedidies, and the Edmond and Lily Safra Center for
Brain Sciences.

« Ein Kerem campus, site of the Faculty of Medicifidnd Hebrew University—-Hadassah Medical
School, Braun School of Public Health and Commumigdicine, School of Pharmacy, and the
School of Nursing) and the Faculty of Dental Mewkci

* Rehovot campus, site of the Robert H. Smith Facodtygriculture, Food and Environment (The
School of Nutritional Sciences and The Koret Sctafdfeterinary Medicine).

» An additional site is the Interuniversity Institdte Marine Science in Eilat, operated by the Habre
University for the benefit of all institutions ofgher learning in Israel.

Below is the overall number of students studyingaials academic degrees in the institution by degree

Students of the Hebrew University (2011)

1st degree 2nd degree Ph.D Total

11258 6742 2573 20573
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Mission statement of the institution, its aims andjoals.

As the first research university in Israel, The @b University's mission is to develop cutting edge
research, and to educate the future generatioleading scientists and scholars in all fields afihéeng. The
Hebrew University is part of the international stiic and scholarly network: we measure ourselbgs
international standards and we strive to be couameong the best research universities worldwide.

The Hebrew University is a pluralistic institutiomhere science and knowledge are developed for the
benefit of humankind. At the same time, the stuidyewish culture and heritage are a foremost legétiye
Hebrew University, as indicated by both its histand its name. The goal of the Hebrew Universitipoibe

a vibrant academic community, committed to rigoragentific approach and characterized by its
intellectual effervescence. These will both radaatd enlighten the University's surrounding society
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Chapter 2
The Faculty of Sciencé

2.1 The name of the parent unit and a brief summary it "history"”, its activities and development in
the period of its existence.

The Faculty of Mathematics and Sciences was fouimugdlly as the Faculty of Mathematics. Its

first Dean, Prof. Abraham Halevi Fraenkel, joinde tuniversity in 1929, four years after the
foundation of the Hebrew University. In the twoldoling years the Microbiology, Chemistry and

Physics Departments were established and wergdatedd together to form the Faculty of Science.
The War of Independence in 1948 left the Univelsicampus cut off from Israeli west Jerusalem,
and alternative facilities were located throughthe city. In 1953, construction began on a new
main campus on Givat Ram in the heart of Jerusdfanrently the Edmond J. Safra Campus).
During the Sixties and Seventies the research eaching activities were all transferred to this
campus.

2.2 Mission Statement of the Institute, its Aims and Gals

The two major missions of the Faculty of Science Blathematics are as follows:

Learning, Teaching and Educating— The Faculty of Science attracts some of the stestents in
Israel. The Faculty's aim is to offer them a higlvel of teaching and training at both the
undergraduate and graduate levels, which is basddoat- line academic and scientific expertise
and advanced research facilities, aiming at geimgrdtighly professional graduates, prepared to
cope with any future scientific and professionadl#nges.

Research— The level of research carried out in the Facaft$cience is one of the highest in the
world. The average ranking for 2011 of this Facliyythe Shanghai Academic Ranking of World
Universities is 36. In their work, spanning manyied disciplines, our scientists and research
students contribute to the store of knowledge waidd. The Faculty's aim is to maintain top class
scientific research in all of its varied disciplinky providing its faculty members, both junior and
senior, with advanced facilities and means and byitaring strictly their academic achievement
record.

2.3 Description and chart of the unit's academic and axhinistrative organizational structure
(including relevant committees), names of holdersfosenior academic and administrative
positions and list of departments/study programs ograting in its framework.

The Faculty of Science consists of five researdtitites: Mathematics, Physics, Life Sciences,
ChemistryandEarth Sciencesas well as othe School of Engineering and Computer Sciefibey
are all located on the Edmond J. Safra Campusosecproximity to one another, which enables
bridging various scientific and technological figland creating new versatile research directions. |
that regard, the presence on the same campus iifoadtl institutes is also extremely beneficial.
Various combinations of such different basic fieldse expressed in the development of
multidisciplinary teaching and research centershsas: The Amos de-Shalit Science Teaching
Center, The Interdisciplinary Center for Neural Qmutation, The Center for the Study of
Rationality, The Institute for Advanced Studiess Tenter for Nanoscience and Nanotechnaglogy
and The Sudarsky Center for Computational Biologlye Faculty comprises some 220 faculty
members, around 2,000 undergraduates and someNIS©@nd PhD research students.

2 In this chapter, please relate to the broadermizgtional framework in which the evaluated studygpam operates. If there is
no such framework, please note it. Then answergpapa 2.5 and 2.6 (only), and then move on to @it
6



Many members of the Faculty of Science have betmmnationally acclaimed, and this renown
has brought them copious awards and honors in speiific fields of expertise. A short list of just
some of the recent prizes includekhe Nobel Prize(Prof. R. Aumann, Game Theory, 200€)ie
Fields Medal in Mathematics (Prof. E. Lindenstrauss, 2010Yhe Israel Prize (Prof. Y.
Bekenstein, Physics, 2005; Prof. Z. Rapaport, Chemi2006; Prof. Z. Selinger?'f], Biology,
2007; Prof. D. Kazhdan, Mathematics, 20IthHe Wolf Prize (Prof. A. Levitzki, Life Sciences,
2005; Prof. H. Furstenberg, Mathematics, 2007; .ProBekenstein, Physics, 2012}he EMET
Prize (Prof. H. Furstenberg, Mathematics, 2004; ProOMRabin, Computer Science, 2004; Prof.
Z. Selinger $"1] , Biological Chemistry, 2005; Prof. Z. Garfunk@gology, 2006; Prof. B. Kerem,
Life Sciences, 2008; Prof. I. Willner, Chemistr@(8; Prof. S. Shelah, Mathematics, 2011; Prof.
M. Devor, Life Sciences, 2012)The Fermat Prize for Mathematical Research (Prof. E.
Lindenstrauss, 2009T:he Rothschild Prize (Prof. D. Kazhdan, 2010; Prof. G. Kalai, Matherosti
2012); The Weizmann Prize (Prof. J. Bekenstein, Physics, 201Tjie Dan David Prize (Prof.
M.O. Rabin, Computer Science, 2010).
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The Faculty is headed by the Dean of the Facultyo Vice Deans assist the Dean to coordinate
the research and teaching activities. The Asso€iatn is the Administrative director of the Dean's

Office and the Faculty. Each of the Faculty inséituis headed by the institute's Chairperson who is
assisted by an administrative director. The tearhictivities of each institute are coordinated by

the Head the Teaching Program who is an ex-offieemnber of the Faculty's Teaching Committee

under the Vice Dean for Teaching.

Names of holders of senior positions at the Facaft$ciencedt the time the report was
written):

Dean of Faculty: Prof. Gad Marom
Associate Dean: Dr. Jacob Nissenbaum
Vice-Dean for Studies: Prof. Nathan Paldor
Vice-Dean for Research: Prof. Yosef Yarom

Assistant to the Dean for Scholarships/Fellowshiysf. Alan Matthews

The Facultyof Science host4d8 departments and programs of study towards thé diegree
(Bachelor of Sciencg and 23 departments and programs of study towards thengedegree
(Master of Sciencég and thePhD degree. The studies towards the PhD degree ar@iatered
within the framework of the Authority for ResearBtudents.

The Faculty of Science confers the following degreée list of Departments and Programs of
Study in which the degrees are conferred is givaoviz

* Bachelor of Science
Upon successful completion of the required coufstualies in the Department(s) of ...

e Bachelor of Science
Upon successful completion of the required coufsstudies in the Department(s) of ... with
Specialization in ...

* Master of Science
upon completing the required course of studies sutaimitting the prescribed thesis in the
Department of ...

* Master of Science
upon completing the required course of studies sutaimitting the prescribed thesis in the
Department of ... with Specialization in ...

e Master of Science
in the frame of direct studies to PhD in the Dépant of ...

* Master of Science
upon completing the required course of studiebénDepartment of ...



List of Departments and Programs of Study

Sciencdnstruction D' DXIIN MSc Ph D
Applied Physics nMIY" Nj7'o'o MSc Ph D
Talpiot Program nI'v7n NdN BSc
Computer Sciences awnnn W BSc MSc Ph D
Mathematics nP'onnn BSc MSc Ph D
Math. & Math. Teaching XN 717002 nronnn BSc
Computer Science & NN ARIALAYNNN YN BSc MSc Ph D
Computational Biology
Physics nj'o'o BSc MSc Ph D
Atmospheric Sciences NY'D0INULKXN 'WTN MSc Ph D
Special Honors Program | 'vTn - D2"0¥n N1ON - D'NX BSc
yaon
Chemistry nmo BSc MSc Ph D
Chemistry & Life Sciences - Na7rn MmN W BSc
na7wn n'on
Physics & Chemistry - NP0’ BSc
na7wn non
Life Sciences (nnr7m) - orRn 'y BSc
Life Sciences - "Etgar" n1dNA--(NA71R)-0mNn 'Wn MSc Ph D
Program "anx"
Plant Science NP1I0I2-NNXN YN MSc Ph D
Cellular & Developmental NININNONNI N'RN DA MSc PhD
Biology
Genetics nP'on MSc Ph D
Brain & Behavioral NIANINANIENAN 'Y MSc Ph D
Sciences
Structural & Molecular NN71R'7MI Nan A MSc PhD
Biochemistry
Ecology, Evolution & NRANINNI ANXI7IAN ,DNA7IR MSc Ph D
Behavior
Bio-Engineering 71700 nomN -1 Ph D
vNLEIT? V'Y
Computer Engineering DAWNN NOTIN BSc
Computer Engineering- NINNNN] D'AYNN NOTIN BSc
Specializ. In Applied NP INOP7RIVOIN/NE'N
Physics
Genomics And NI NINpNN MSc Ph D
Bioinformatics N7'0NII9YINIMI
Hydrology And Water YU non DM ARWYNI NAPNT MSc
Resources N'XO7Ij79
Geology NI MSc Ph D
Environmental Studies naa0on T ndn BSc MSc Ph D
Oceanography N'OMNN'TIN MSc Ph D
Earth Sciences NNAN2 YIND T 'Y BSc
D"77X NNANA IX NAI7IRA
N'OMANXR'PINI NN'O0MUN
Management Of nn71’v 71N MSc
Technology
Biotechnology ain nazindor MSc
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XU71j79 7Y

Practice Study Of
Rationality

NI'ZRAIYYIN 7N NINNNN
VNLEIT? V'YW 270N

Ph D

Specialization In Nano
Science And Nano
Technology

N1A71200 D11 YT 122 DINANN
:D'AIN2 NINNNN NNWOX
nMmIY" N?'0's/nmD/Npoo

MSc

2.4

Please provide in the format of a table, the numbeiof students in each one of the Unit's
departments who are studying and have studied in #hunit in each of the last five years according
the level of degree (first, second with thesis, vhibut thesis, doctoral).

Number of students in the Faculty of Science

MSc .
Academic Year BSc with MSc W't.hOUt PhD
: thesis
thesis
2006-07 2217 638 75 663
2007-08 2262 651 75 677
2008-09 2299 643 75 626
2009-10 2250 619 84 605
2010-11 1945 636 66 617
2011-12 1944 600 41 604
*The actual numbers can be around 15% lower acaayfar BSc students who are enrolled in joint study
programs
25 Please provide in the format of a table, the numbeof students who have graduated from the unit

in each of the last five years according the levelf degree (first degree, second degree with thesis,
without thesis, doctoral degree).

Number of graduates of the Faculty of Science

MSc in
. MSc MSc .

Graduation BSC with without direct PhD

Year thesis thesis studies

to PhD
2007 480 144 10 22 68
2008 476 154 17 26 89
2009 505 129 23 16 78
2010 542 175 19 17 92
2011 513 167 36 19 104
2012 480 154 24 17 98
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2.6 Who decides (internal/external bodies) on the ratioale, mission and goals of the parent unit and
of the study programs? What were the consideration$ehind these decisions and are they
periodically re-examined and, if deemed necessarghanged? What were the changes made (if
any)? How are the mission, goals and changes brougio the attention of the teaching staff, the
students and the institution's authorities?

The body that is academically responsible for tbaching programs is the Faculty's Teaching
Committee. It is headed by the Vice Dean for Taagland it comprises the heads of all the Faculty's
teaching programs (including the Head of the Biobtetogy Graduate Program) and students'
representatives (the Dean iseaofficiomember). The main responsibilities of the Facsilfi¢aching
Committee are to propose, discuss, approve andtonaii the Faculty's teaching programs including
interfaculty as well as interuniversity programsep@nding on the issue at hand, new programs are
submitted for ratification by the University's Stiimg Committee and — if required — by the Council
for Higher Education. Changes in teaching progragoals and missions are delegated to the Faculty
and students, via the corresponding members dfdbelty's Teaching Committee.

2.7 What is the Parent Unit's perception of the evaluatd Study Program/Department within its
greater framework? Is the Study Program representedin the Parent Unit's decision-making
bodies?

The School of Engineering and Computer Sciencapsivised academically by the faculty of science
reviewed above. The school itself was founded tighComputer Science Department as its core unit,
and Computer Science continues to occupy a cgmisadion within the larger School of Engineering.
This centrality is reflected in the large perceetad students within the School that are majorimg i
Computer Science, as well as the large percentagiisiing and new CS faculty members within the
overall School. Even as the School of Engineeriimgshnew faculty members in related engineering
fields (e.g., information and signal processingliggl physics), and expands its studies in computer
engineering and photoelectronics/optoelectronicsjalues the Computer Science department as a
strategic asset of great importance: it providesSbhool with an established core of internatignall
recognized, world-class research, as well as aensite, rigorous, and highly-esteemed study
program training the majority of its students. Exgian of the School of Engineering is done in a way
that leverages the existing strengths of its CSpmrant. Because of the central place that Computer
Science occupies in the overall School, the latetecision-making bodies have ample CS
representation; for example, the School’s hiringcpss involves discussions of all faculty members
followed by discussions in the va'adat sinun sdrmgncommittee (both with significant CS
representation), and all chairmen of the Schooétmeen professors of Computer Science.



Chapter 3
The Evaluated Study Program - School of Computer $ence

Note: In this chapter we require separate reference teach of the study programs under examination at e&oof
the levels taught (first, second, doctoral degreeThe identical data for all the programs will appea only once.

3.1. The Goals and Structure of the Study Program

3.1.1. The name of the department / study programs, a brfesummary describing its development since
its establishment.

The Department of Computer Science is a part ofSitleool of Computer Science and Engineering,
which is one of the academic units of the Facultilathematics and Science. Its history is rooted i
the world-renowned Institute of Mathematics, wheesearch on theoretical aspects of computer
science had started in the late 1950s. Three gtaduudents, Haim Gaifman, Micha Perles and Eli
Shamir, were research assistants of Professor YiaadBar-Hillel from the Philosophy Department,
who had an ONR (Office of Naval Research) granfaymal languages. In 1961, Bar-Hillel, Perles
and Shamir published the pumping lemma for redalaguages.

In 1958, Michael Rabin joined the Institute of Mathatics (earlier, he had received an M.Sc. from
The Hebrew University in 1953 and a Ph.D. from &ion University in 1956). In 1959, he
published with Dana Scott the seminal paper ortefiautomata, for which they were awarded the
Turing Award in 1976. In 1960, Rabin showed (iRl@rew-University Technical Report) that there
is a hierarchy of recursive sets based on the emhbatifficulty of their decision procedures . This
work is the origin of what is now known as compiataal complexity theory. Later on he extended
finite automata to infinite trees, a result witlofmund implications to program verification. Lates
innovated randomized algorithms, now a centrald@picomputer science. In 58-59 Rabin conducted
at HU the first ever seminar in Israel on automata formal languages; amongst the students:
Gaifman, Perles and Shamir.

In the early 1960s, Eli Shamir had quite a few ltesin the area of formal languages, but Michael
Rabin advised him to do his Ph.D. in mathematiesabse that type of results was not adequately
appreciated by mathematicians. So, Shamir's dessent was on differential equations. He had
received his Ph.D. in 1963, and returned to Therélglniversity in 1966 as a faculty member of the
Institute of Mathematics.

In 1969, the Institute of Mathematics establishagtaduate program in computer science. About a
decade later, after long debates in the Institbifdathematics, the graduate program was extended to
a full-fledged department of computer science,udirlg an undergraduate curriculum. There were
many skeptics, among the members of the Institiddathematics, who were worried about the lack
of an established curriculum for computer sciertbe, severe shortage of suitable candidates for
academic positions, and the uncertainty whethetestis would want to study this nascent discipline.
However, Rabin and Shamir persevered in their efforconvince their fellow mathematicians. In
1980, the new department formally received acadeswreditation from the Council of Higher
Education. By 1982, it comprised eleven facultymbers, including Rabin and Shamir who had joint
appointments in Mathematics and Computer Science.

The Department of Computer Science was responé$ilsléts own curriculum and for screening
candidates for faculty positions. However, acadathicand administratively, it operated under the
auspices of the Institute of Mathematics. In 1982gained complete independence with the
inauguration of the Institute of Computer Science.

The original core of faculty members has been dteadpanding at an average rate of about one new
faculty position per year, reaching 25 members B981 The number of students has also been
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steadily growing, especially in the past twenty rgedo accommodate the many new immigrant
students, and in response to the great demandraslilsndustry for professionals with computer
science education.

The Institute's strong international reputatioreigdent in many ways. Research conducted in the
school is published in the most prestigious jowsrahd conferences. The department wins many
competitive research grants, both in Israel andadbrNumerous internationally famed investigators,
as well as many brilliant postdoctoral fellows, @here for short visits and for extended stays.\Man
research projects are carried out in collaboratitth scientists from many other countries. Finally
two members of the faculty won the most prestigiprtizes in Computer Science (the Turing Award)
and Theoretical Computer Science (the NevanlinnzeRrand many more have won other highly
prestigious awards.

In its early days, the research core of the scfamlsed on the more theoretical aspects of computer
science. As the number of faculty members grewpoeernbalanced blend has been achieved. Today,
software, theory, and applications are represeinténbth teaching and research. This maturation and
expansion has allowed the development of closentigssindustry.

The main research areas in the computer sciencetbief the school are currently: design, analysis
and complexity of algorithms; parallel computer hiecture and operating systems; reliable
distributed systems; intelligent robotic sensingmeputer vision, speech analysis, sighal analysis,
pattern recognition and robotics; computer-aidedjety and medical image processing; computer-
aided design; data base design; artificial inteliice, neural networks and learning; computer
networking and computer communication; cryptogra@mnd computer security; internet and e-
systems; quantum communication and computationpaoidgical systems — computational biology.

Growing needs of the economy in Israel, and a \t@mards the future, have necessitated developing
new directions. In October 1999, The School of CotepScience and Engineering was founded, with
its first unit being the prestigious Institute obr@puter Science. New programs were established in
software and computer engineering.

In 2003, the Department of Applied Physics of therrkhann Graduate School of Applied Science
joined the School of Computer Science and EngingefThis was followed by launching a new

program in Computer Engineering with specializationoptoelectronics and microelectronics. The
well-established program of M.Sc. in applied physitso continues under the wings of the School of
Engineering.

In October 2005, the School of Computer Science Engineering began a new interdisciplinary
program in Biomedical Engineering. It was recogditleat the outstanding quality of the faculty of
the Hebrew University of Jerusalem in virtually gvéiomedical-engineering-related field, from

mathematics to physics and chemistry, computemsei¢o molecular biology, nanotechnology to
robotics to imaging, could be combined to produceéldJl a leading program in the rising area of
biomedical engineering. As a first step towardsoagalishing this goal, we began hiring outstanding
faculty in the field, and the “Center for Biomedidangineering in the service of Humanity and

Society” has been established, and representsatige-$cale goals of the program. A graduate
program in biomedical engineering has begun andesits are already enrolled in the program. The
main research areas in biomedical engineering é sthool include: medical imaging, robotics,

bioelectronics, tissue engineering, micro and nkimbechnology, medical devices, and biological
energy research.

The School of Computer Science and Engineeringludigy Applied Physics, currently has 36
faculty members and 7 emeriti professors. Appliggsits has 9 faculty members and 2 emeriti
professors. The expected growth, in the near dyigrto 50 faculty members. The School as a whole
is focused on maintaining and developing its weddewned excellence in research in a very wide
range of areas. In tandem, our goal is to eduaateelite crop of motivated and independent
researchers that would lead the future's high-tedhstries.
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3.1.2. Mission statement of the department / study program, its aims and goals. What is the
Strategic Plan of the department and its study protams? Please attach the Strategic Plan.

Computer Science is the modern language of Sci@ncemputation lies at the heart of understanding
all physical and biological systems, and computéerse tools are geared to explain all complex
system interaction. Our goals are to sharpen thosks, study their capabilities and fundamental
limitations, and apply this knowledge, with an @yelong-term global-impact, as widely as possible.

In the early days, our department had a highly riétézal flavor. But over the years, more practical
and applied directions have been pursued. Thigflsated in both the research areas of the depattme
and the courses it offers. Our approach is congmgkie, namely, we emphasize broad education in
computer science, but not at the expense of depth. believe that students should learn principles,
both theoretical and practical, and not merely ficadechniques. The goal of the school is to isbur
and train graduates in computer science, enricliiegn with profound practical and theoretical
background, thereby preparing them for leading srale the hi-tech industry and the internet
environment, and enabling them to conduct worldgsleesearch. Algorithms and computer science
play a central role in the development of compaeatisystems. In depth study of computer science
foundations, multidisciplinary education and thelgll view that these graduates acquire, will prepar
them for dealing with future challenges both irhtealogy and research.

Our undergraduate academic goal is to provide stadeith analytical thinking tools, knowledge and
understanding of the workings of computers and theg, as well as practical experience in designing
and building software systems. The purpose of cadupte studies is to provide general knowledge
and deep understanding of focused directions chbgehe student, which will lead to excellence in
research. We aim to set international standardsdifferent academic fields, and establish
internationally known leading research groups. Quriculum is challenging and is tailored for the
best, most talented students, who will eventuabllyléaders of innovation, in both academia and
industry.

Our strategic plan is not just to hire the bestaeshers for academic positions, but also to catigta
expand the spectrum of research areas as weltraduice, at an early stage, new courses in emerging
fields. We were, for example, among the first snakl and in the world to develop research and
teaching in learning theory, computational bioloigyernet technologies and electronic commerce.

We already have a successful, high quality gradpaigram. Part of our strategic plan is to inceeas
the enrolment in this program and, in particular,dtaw more graduate students that are not our
former undergraduates. This will not just enhasce expand our research effort, but is also likely
improve the quality of our undergraduate educati@tause there will be a larger pool from which to
select the best teaching assistants. We are afgeraplating an international graduate program that
will be taught in English.

To broaden the education of our students, we stjgjooible-major programs, including the traditional
Computer Science and Mathematics and Computen&ziand Physics. Over the years, we have
developed several novel combinations, including @atational Biology, a four-year program for a
B.Sc. in Computer Science and MBA, a triple-fielgram in Computer Science, Statistics and
Economics, and a program in Computer Science amghi®e Science. At the graduate level, there is
an interdisciplinary center for brain science, ihieth some of our students and faculty participate.
We view interdisciplinary programs, at both the empladuate and graduate levels, as one of our main
these programs attract the best students that wee H&/e intend to continue the effort of developing
new interdisciplinary programs and improving théstrg ones.

In addition, we plan to strengthen our ties wittustry in order to better prepare our studentoios
in the hi-tech industry, and to facilitate techrgfotransfer from our research work to practical
applications and products.

3.1.3. Description and chart of the academic and administitive organizational structure of the
departments and its study program/s (including relgant committees and names of senior
administration).
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The school's organizational structure is based cademic leadership, committees in various fields
and three central administrative offices. The adstrative operational concept of the school is
adapted to the requirements of our students andtyathe school's organizational structure fitsaty

in the overall structure of the university at aéls. A parallel structure can be observed ingpla

to the broad general structure of the university tae Faculty of Mathematics and Science.

School leadership

The school leadership includes the head of schadl grogram heads. The head of school is
responsible for the management of the academicramogand establishing policy in various
administrative matters; he represents the schofiréehe Dean of the Faculty of Science, the
university administration and foreign officials; la@points position holders within the school; and
more. Program heads are responsible for the oparatid development of the teaching programs. The
school has four teaching programs, and each prodread is in charge of one. The school's
administrative staff aids the academic leadershiperforming all the duties necessary to run the
school in accordance with the established poliche Tschool's academic leadership conducts
periodically discussions on various subjects sigcktha teaching curriculum. Decisions of the school
leadership are brought to the attention of the acfaxulty, where important decisions are brought t
a vote by the entire academic community.

Committees

The school has 6 main committees, whose role &ssist the ongoing management of the school.
They constitute an important part of the daily ngment of the school. They are installed in

accordance with proper administrative procedureth@funiversity. Below is a list of the committees

and their main responsibility domains.

a) Curriculum Committee of the School: the head of this committee is the program headhef t
Computer Science program. Other members includdeatia consultants for the various years
and all school programs. The committee meets seteras during the year to discuss changes in
the curriculum, the structure and content of mamyatourses, and proposals for new courses.

b) Promotion committee, which manages the following areas:
* New candidates in the academic track for lectunert@gher ranks.
» Teachers in the rank of lecturer and above atmnldeoé their first appointment.
« Promotion of teachers at the rank of lecturer dyal/a at the end of their trial period, with or
without tenure, and for granting tenure.
» Extension of the appointment at the rank of lectarel above after first appointment.

¢) Infrastructure Committee, which manages the following areas:
» Represent the school before the university infuastire and equipment committee.
» Set a policy and priorities for the purchase ofattpental equipment.
« Assist new faculty with initial funding for equipmiepurchase.
» Reach decisions and approve new equipment purchase.
» Supervise the academic activities of the schogksesn group.

d) Library Committee, which manages the following areas:
» Represent the school before the Director of thkaity of library management.
 Set a policy for the purchase of books and peraisic
» Decide the distribution of the library budget.

Collect statistical measures for the use of magazand books.

Decide on the cancelation or purchase of perioslical

€) The Building Committee, which manages the following areas:
» Set policy and make decisions regarding areasachteg and research activities.
» Approve construction work and school structure sitinents.



* Collect statistics for the use of schoateas.
» Represent the school in issues concerning conignuct

f) Awards Committee: determine and rank candidates for competitiventgr scholarships and
awards to students in different degrees, accordirige criteria defined

The SYSTEM group

The school’s system group is responsible for thgporg maintenance, development and improvement
of computation and communication networks compgsine school’'s infrastructure. This includes
maintenance of the central computers room, comgatens, and computers in research laboratories
and other teaching labs.

School Administratiorgomposed of four main offices:

a) School Secretariat: This office is responsible for the management araper functioning of
the entire school system. It represents the sdncadiministrative matters before internal and
external bodies. In addition, it manages requestsfdzulty members, the promotion
committee and ongoing assistance to the head obsch

b) HR Office: This office deals with employment conditions, sbaervices, appointments and
other issues related to the school staff.

c) Accounting Office: The school’s accounting handles the current budigatelopment budgets
and funding. This office works primarily with thén@nces Department of the University, the
University Accounting, the department of Suppli@sd with the Research and Development

Authority.

d) Teaching and students Office: This office includes a teaching support secretamg two
student support secretaries for computer sciengdests and for computer engineering
students. This office receives assistance fromst®ol secretariat in managing the school’s
program in computational biology, and the suppdrgmduate students. This office works
with the Secretariat of teaching and studentsérRéculty of Science.

Charts of Unit:

Academic Staff

Administrative Director | _ _ Head of the School _ - S\I(DSTEI\I/IBDirector
] - X aniel Braniss
ZeliEn METEo Prof. Jeff Rosenschein --"

Assistant for
Academic Affairs
Members of Faculty Anat Zilberberg

Head of Programs

University and Advisors

Committees

Prof. Nir Friedman
Head of
- pr.
CSE Dr. Yaakov Nahmia : | Prof. Dafpha Weinshall computer science
L ~ Head of Head of pnd computational biolog
Committees Bioengineering Computer Science B.Sc B.Sc
M.Sc direct to Ph.D .

Computer
Science M.Sc

Prof. Michal Linial
University's Units Head of
Comn?i,ttees AR A:aerao(;] ;?granat Dr. Sara Cohenfr. Amir Globersg computer science
Applied Physics Ph.D) 3 Advisor Advisor hnd computational biolog:
P Y : 4 2nd and 31 year] 1%t year B.Sc and M.Sc

Prof. Alex Samorodnitsky
Head of
Computer Engineering
B.Sc

External Pro. Ari Rappoport Physics M.Sc

Committees Advisor
Computer Science Prof. Uriel Levy

Ph.D Head of

i

Computer Engineering

Opto/Micro eletronic B.Sc
and Applied Physics M.Sc
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manager
Doron First
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MY
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Yael Ben-Luiu
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1
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U |

B.Sc M.Sc Ph.D

-

Hagit Yaar-On Hagit Yaar-On
Prof. Yuval Rabani Physics Prof. Aharon Agranat
Dr. Shai Shwartz [ Hagit Yaar-On ]

5 Hagit Yaar-On Bioengineering
Prof. Alex Samorodnitsky Applied Dr. Yaakov Nahmias
Physics Prof. Uriel Levy
Hila Hayo -

. Hagit Yaar-On
Prof. Uriel Levy computer science

and computational biology Prof. Michal Linial
- -
4 Hagit Yaar-On P

Hagit Yaar-On

[Yael Ben—Lqu] [ Rina Cohen J

Prof. Dafna Weinshall
Hila Hayo -~

Applied

Computer
Science

Computer
Science

Computer
Engineering

Computer
Engineering
Opto/Micro eletronics

computer science

and computational biology Prof. Michal Linial q 5 :
o B
loengineering Yaakov Nahmias
Prof. Nir Friedman




(Inter-)National Committees:

The Inter University Computation Center
* Prof. Danny Dolev

ERC Scientific Council
» Prof. Danny Dolev

The Israeli Centers of Research Excellence (I-

CORE) program
e Prof. Danny Dolev

University Committees

Senate of the Hebrew University
* Prof. Michael Ben-Or
* Naftali Tishby

Standing Committee of the Senate
* Prof. Michael Ben-Or

Academic Policy Committee of the University
* Prof. Michael Ben-Or

University Conference Committee
* Prof. Sara Cohen

The Association for Research Students
e Prof. Yair Weiss

The Authority for Libraries
* Prof. Danny Dolev

University Appointments and Promotions
Committee
* Prof. Orna Kupferman

Corner Stone Committee
» Prof. Orna Kupferman

Disciplinary Committee for Academic Staff
* Prof. Orna Kupferman

University promotions Committee for Sciences
* Prof. Daphna Weinshall

Faculty of Sciences & other Committees

Faculty Appointments Committee
* Prof. Jeff Rosenschein
* Prof. Daphna Weinshall

Natural Sciences Curriculum Committee
» Prof. Alex Samorodnitsky
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New Candidates Committee, the Faculty of
Business Administration

¢ Prof. Danny Dolev

¢ Prof. Noam Nisan

Member of the ELSC Executive Committee
¢ Prof. Naftali Tishby

ELSC Faculty Search Committee
e Prof. Yair Weiss

Cognitive Program Steering Committee
« Prof. Naftali Tishby
* Prof. Eli Shamir

The Authority for Computation,
Communication and Information
« Prof. Danny Dolev (Chairman)
Interdisciplinary Center for Neural Computation
« Prof. Naftali Tishby (Director)

CSE Committees

CSE Curriculum Committee
¢ Prof. Alex Samorodnitsky
* Prof. Daphna Weinshall
* Prof. Jeff Rosenschein
* Prof. Yuval Rabani
¢ Dr. Shai Shwartz
* Prof. Sara Cohen
* Dr. Amir Globerson
¢ Dr. Raanan Fattal

CSE Promotion & Search Committee
* Prof. Michael Ben-Or
* Prof. Orna Kupferman
* Prof. Yair Weiss

CSE infrastructure Committee
* Prof. Nir Friedman

CSE library committee
e Prof. Yair Bartal

CSE Building Committee
« Prof. Shmuel Peleg

CSE Awards Committee
¢ Dr. Ami Wiesel
+ Prof. Sara Cohen



Steering Committee for the Brojde Center Doctorate Committee
* Prof. Michael Ben-Or ¢ Prof. Ari Rapaport (Chairman)
* Prof. Danny Dolev e Prof. Yair Bartal
» Prof. Dani Lischinski

3.1.4. Please provide in the format of a table, the numbeof first year students enrolled as well as the
total number of students in the program in each othe last five years according to level of degree
(first degree, second degree with thesis, secondgdee without thesis, doctoral degree)

Degree Academic
year
2007 2008 2009 2010 2011
B.Sc. Applicants 60C 663 746 624 584
Accepted 236 250 349 282 266
1* year 141 157 194 176 160
Total BSc 316 379 459 479 446
M.Sc. Applicants 85 75 63 82 76
Accepted 68 54 40 51 62
1% year 62 52 40 45 59
Total MSc 155 150 140 150 137
PhD Accepted 10 15 11 6 11
Total PhD 76 85 75 71 71
student

19



3.1.5. Please provide in the format of a table, the numbeof graduates from the program in each of the lasfive years according the level of degree (first dege, second
degree with thesis, second degree without thesixyaoral degree).
B.Sc. graduates M.Sc. graduates PhD gradates3
Summa Magna
Summa Magna Cum Cum
Cum Laude Cum Laude Laude Laude
- Summa
Non- No. of Minim PhD
BSc Final No. of Minimum No. of Minimum | Research research | Direct | Total M.Sc. | Final Thesis | No. of Minimum | graduat um graduat Cum

2011 graduates | grade | graduates grade graduates grade Master Master track Graduates grade | grade | graduates | grade es grade es Laude
Faculty of
Science 513 86.84 10 96.25 93 91.3 167 36 19 222 91.37 6 98.04 45 94.43 69
Computer
Science 132 87.44 5 96.25 28 91.3 27 21 1 49 93.11 | 94.22 98.04 22 94.43 11 1
cS &
Comput.
Biology® 14 0 2 91.3 5 5 0 98.04 4 94.43
[
Section 1
2010
Faculty of
Science 542 86.67 11 97.25 97 91.18 175 19 17 211 91.13 6 96.61 43 93.71 91
Computer
Science 113 86.67 2 97.25 19 91.18 27 5 1 33 93.07 1 96.61 11 93.71 12 1
CcS &
Comput.
Biology 11 2 2 0 1 93.71 1
cs
Section 10
2009
Faculty of
Science 505 86.68 10 96.85 91 91.31 129 23 16 168 90.7 5 97.28 33 93.78 75
Computer
Science 84 87.26 6 96.85 15 91.31 18 11 0 29 92.17 | 94.27 97.28 13 93.78 11 2
CcS &
Comput.
Biology 15 0 4 91.31 0 1
cs
Section 5
2008

% Summa Cum Laude for Ph.D. has been cancelled 2 years ago
* Details about the CS and Computational biology program are given in Section 3.2.1.
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3.2. The Study Program — Contents, Structure and Scope

3.2.1. The name of the study program, specializations/trdcs within the program, the campus where it is
taught (if the institution operates on a number ofcampuses). If the study program is offered on
more than one campus, is the level of the programniform on different campuses, and what
measures are taken in order to ensure this?

Name of Study Program Name of the Degree Campus
Computer Science B.Sc. in Computer Science Edmund .J. Safra
Single track
Computer Science B.Sc. in Computer Science Edmund .J. Safra
Double track
A combined program in B.Sc. in Computer Science Edmund .J. Safra

Computer Science and
M.B.A. (Masters of Business
Administration)

Section in computer science Edmund .J. Safra
Computer Science and B.Sc. in Computer Science and Edmund .J. Safra
Computational Biology Computational Biology

M.Sc. in Computer Science M.Sc. in Computer Science Edmund .J. Safra
(research track)

M.Sc. in Computer Science M.Sc. in Computer Science Edmund .J. Safra
(non-research track)

M.Sc. in Computer Science Master of Science in the Dept. Edmund .J. Safra

and Computational Biology of Computer Science and
Computational Biology.
Ph.D. in Computer Science Ph.D. in Computer Science Edmund .J. Safra

Computer Science (single major)

Structure of study program

Computer Science
Credits®
Mandatory courses in CS 49
Elective courses in CS 4-5
Optional courses in CS 26-27
Total in CS 80
Mandatory courses in Math 30
Total in CS 110
Computer Science 110

optional 24°

Total credits in the Faculty of Science 134

® Each credit point correspond to one hour of study in one semester
®It is required to study 8 credits from "Avney Pina” course
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Computer Science (double major)

Structure of study program

credits Credits
Mandatory courses in CS 49
Optional courses in CS 11
Total in CS 60
Mandatory courses in Math 30
Total for BSc in CS 90 44-54
Total for BSc in faculty of Science 134-144
Computer Science and computational biology
Structure of study program
Credits
mathematics 24
Basic courses in sciences physics 10
chemistry 16
Toal basic courses in sciences 50
Courses in life sciences 38
Courses in computer science 45
Courses unique to the program 26
Tot_al for_BSc in CS with Section 159
in life sciences
Total for BSc in faculty of Science 159
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Section in Computer Science

The section in computer science is intended, first and foremost, for students studying mathematics and physics,
but is open to any student who qualifies. The qualification requirements and the section study program are
detailed in the course catalog. Excelling students who have taken the Section courses in their first year, and meet
the requirements, can switch to the computer science program in their second year.

The prerequisite courses:

1.

2.
3.
4

INFINITESIMAL CALCULUS (1)/ APPLIED MATHEMATICS (1)/ Calculus for Engineering
and science students

LINEAR ALGEBRA (1)/ LINEAR ALGEBRA (2)/ LINEAR ALGEBRA FOR PHYSICISTS
DISCRETE MATHEMATICS

PROBABILITY THEORY(1)/PROBABILITY THEORY AND APPLICATIONS

The total credits in this Section is 32 points.

Computer Science
Credits
Mandatory courses in CS 19
Elective courses in CS 4-5
Optional courses in CS 8-9
Total 32
Computer science program for MSc
Research track (with thesis)
Non research track (without thesis)
Structure of studies
M.Sc. with thesis M.sc. without thesis
credits Credits
Mandatory courses in CS 4 4
M.Sc. final exam 0 0
Elective courses in CS 9 9
Seminar 2 2
Lab. project 5 5
Optional courses in CS 10 25
Total 30 45
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Study programs summary:

Study program for BSc in Computer Science

Third year

2" semester 1** semester

—————————— =<

Elective and Elective and
optienal apticnal
courses courses

Databases
(1"1 5 B7T50E)
Operating
systems
(1"1 4 B7E08)
Double major  single track

Basic studies in Math | 28-30 ] | 30 |

Mandatary coursesin €S 49 49

Elective coursesin €5 | 11 | | 31 ]

3.2.2.

Second year

2" semester

1**semester

First year

2" semester

1** semester

Elective and
optional
courses

Complexity
and formal

languages
(15 B7521)

Operating
systems

(1" 4 B7AOE)

1

Probability &
r:t;ii;tilct\; Calculus2 | | Caleulus1
| ('3 4 80420} (r"1 7 80132 f1"1 7 80131
4 ; 3
Intro to math. Linear algebra Linear algebra
logic 2 = 1
{114 ,80423) {1"1 & ,B0135) {1"16 80134
; v
Data
Algorithms Discrete math
+—e T structures
(1"1 5 67504 (" 3 67109 {r"1.4 80181
databases Intro to OOP g IntrotoCS
(1"15 67508 | {1"14 67125) [ (1" 7 B7101)

Programming
Workshop
C/C++
el

—

]

¥
Digital
computers
(1" 4 B7200)

Elective and
optional
courses

Please provide in the format of Table 7.1 (page 14)e structure of the study program its content,

and scope (years of study, semesters, hours per yend credits) and the distribution of the
studies throughout the academic year. Does the stugbrogram supply courses to other units?

See Appendix 7.1. The study program does not praedéce courses.

3.2.3.

Specify what bodies are responsible for the planngand managing of the study program. What

are the mechanisms responsible for introducing chages and updating the study program, and
how do they operate. If fundamental changes have be introduced into the study program
during the last five years, please specify what tlyeare.

The study program is planned and managed by the Scl@atEulum Committee. The Curriculum
Committee is chaired by the Head of the Computer Scigragram. Other members include
academic consultants for the various years and albsgmograms. The Curriculum Committee
convenes several times in the course of the acadendolsaar, and the meetings are open to all of
the School’s faculty. The Head of the Computer Scienceaanmogecides upon the agenda of each
meeting, the topics on the agenda are discussed, an@osed changes in the study program are
brought to a vote before the school general assebaitye they become effective. No fundamental
change has been introduced into the program in thévasyears.
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3.2.4. Describe the mechanism for coordinating and examing the contents that are, in fact, being
taught, if such a mechanism exists.

The contents taught in the study program are routinelyamied by the Curriculum Committee.
Beyond this, coordination of content between coursasdinectly continue each other is the
responsibility of the course teaching staffs. For exaitpe staffs of the first year's mandatory
computer science courses coordinate among themseleesture that there are no gaps between the
material covered in the first semester (in the coursednttion to Computer Science) and that
covered in the second semester (in the courses Dataustsiand Introduction to Object-Oriented
Programming).

3.2.5. Are non-academic bodies involved in the running andhe activities of the parent unit and study
program? If so, what are these bodies and what i$i¢ mutual relationship between them and the
leadership of the parent unit (for instance, the mtual relationship between the Business School
and the Manufacturers' Association or Industrial Fectories)?

No non-academic bodies are currently involved in the ngoir the activities of the School or its

study program. Some courses are given with the helfpapdrticipation of non-academic bodies. For
example, the teacher of the course Computer Archiedtua senior architect at Intel. However, the
syllabus of the course is supervised by the School’sctilum Committee.

3.2.6. To what extent does the department collaborate withother departments within/outside the
institution?

By offering a double track program towards a B.Sgrée in Computer Science, our School makes it
possible for students at the Hebrew University to studypeder science along with another discipline
of their choice. Beyond this, students in other prograrho are not interested in taking a full degree
program in computer science are able to study a “Sectioomputer science”.

The School’'s students are required to take a numbeowtes offered by other departments, such as
math courses offered by the Mathematics departmethta @ourse in Probability and Statistics offered
by the Statistics department. The latter course was designeollaboration with the Statistics
department, specifically to address the curriculum neédemputer science students.

Our faculty members are deeply involved in interdisogoly research with other groups within and
outside the institute, see description of research cemé&ection 4.2.

3.2.7. What are the future development plans of the evaluad study program, and how were they
decided upon?

As explained earlier, the study program is constantlyitored and re-evaluated by the School's
Curriculum Committee. There are no immediate plans to int@dny large scale changes in the
program, however, small scale adjustments occur almesy @cademic year. As mentioned earlier,
any significant changes are discussed and voted upitre L£urriculum Committee’s meetings, and
subsequently at the school's general assembly. Chaimyes/ing creation of new tracks or
specializations are also brought up for discussion antbegpby the Faculty of Mathematics and
Natural Sciences.

For the coming academic year 2012-2013, we are goiimgramluce the following changes:

» Make the coursavorkshop from Nand to Tetrisnandatory, while two mandatory courses —
databases and computer architecture — will become elective

* Increase the requirement of elective courses to 16 cpailitts (from 4 in the present
program), with an expanded list of elective courses.

» Test an initiative to offer some of the first and secoear ynandatory courses in both the first
and second semesters. This will allow students more flayjbéind lower the burden in the
first year.

» Change the format of the M.Sc. exam to focus on the sfedeea of research.



3.2.8. In summary, to what extent has the program achievedts mission and goals? What are
its strengths and weakness?

In summary, the existing study program offers a varidétyracks where students interested in top-
notch computer science education can fulfill their nedth® admission to the program is highly
competitive, the studies are challenging and demandidgoar graduates are able to quickly find
their place in Israel’s high-tech industry. Those of students who are interested in continuing their
education and in research are able to do so by enrailiogpur M.Sc. and/or Ph.D. program.

Among the strengths of our program is the level oila¢ghematical and theoretical computer science
education offered to our students. Another strength ifattiehat our School belongs to an institution
with numerous other excellent departments and proghafitisin the computer science study program
itself there is a wide variety of advanced elective coutaaght by leading researchers in their
respective fields, thereby exposing students to the stabe-@rt research in these fields.

A weakness of our study program is that it does nogrcogrtain areas in computer science, such as

theory of programming languages and compilers.

To this section, please attach the following informtion:
» The full study program in the format of Table 7.1 ¢hat appears in chapter 7 of this document on page4)

Attached in 3.2.2.

» Copy of the diploma awarded upon completion of stugs (including any appendices to the diploma, such
as Diploma Supplement).

THE HEBREW UNIVERSITY OF JERUSALEM THE HEBREW UNIVERSITY OF JERUSALEM
The Dean and the Council of the Faculty of Mathérsatnd Natural The Dean and the Council of the faculty of Science
Science

Hereby confer on
hereby confer on

XXXX XXXXXX
XXXXX XXXXXXX the degree of
the degree of MASTER OF SCIENCE
BACHELOR OF SCIENCE upon completing the required course of studies

upon successful completion of the required coufstudlies i
in the department of

in the Departments of COMPUTER SCIENCE

COMPUTER SCIENCE (comprehensive courses) In witness whereof | hereby append my signature
Jerusalem, 2012

©)
Dean

Magna cum Laude

in witness whereof | hereby append my signature

Jerusalem, 2012

¢

Dean
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3.3. Teaching and Learning Outcomes

3.3.1. Does the Department have a structured system for aluating teaching? If 'yes, please specify
what the process includes. How are the results ohé evaluation activities used, specifically, the
negative findings about faculty membersteaching?

¢ How does the unit foster excellence in teaching? Moare excellent teachers rewarded?

« Does the institution have a center for the enhancesnt of teaching? If not, does the institution /
unit / department offer the teaching faculty systeratic activity, such as courses/in-
services/training/instruction and guidance programsn order to improve the quality of teaching?

« Do new faculty members receive special support? Deethe department have a mentoring
program for new faculty? If 'yes' — please specify.

The school does not have a separate system for teaVdhgation. Rather, we are using the system that is
provided by the University. As the term is nearing itd,estudents are requested to go online and evaluate
the courses that they take. The University encouragesrgtitb participate in the process by holding a
raffle among those who respond. Outstanding teacherpublicly acknowledged. Each term the list of
outstanding teachers is posted in very visible postemighout the HU campuses. These teachers also
receive a letter of congratulation from the Universitytesident and rector. In addition, the list of
outstanding teachers is available to all of HU's studerddauulty. Teachers with particularly low grades
receive a letter from the president and the rect@udh incidences reoccur, the relevant teacher is usually
invited to a discussion with the dean. The head of the cmmpmgience program knows the different
faculty's teaching skills. This information is taken iattcount when making teaching assignments to the
school's teaching staff.

In the last couple of years we have been offerumgteaching staff a course in teaching methodologies. Th
kind of activity seems to be constantly expanding. The ésgion is that the HU management views such
activities very positively, so it is safe to assume thaimillebe seeing more and more classes and personal
tutoring geared to improve faculty's teaching skills. SEhactivities are presently focused more on junior
faculty - mostly teaching assistants, but some classbssafort are being offered to senior faculty as well.

It has been the school's policy for many years to tryhehol new faculty members in many different ways.
In the area of teaching, new faculty are not assigregavy” courses, i.e., classes with numerous students
classes which are known to be hard to teach for wanieasons. The usual practice, then, is that in thsir fir
year here, new faculty teach almost exclusively sibjthat are within their own specialty area. The first
time that a new faculty member is requested to teach datamy course comes when the person is up for
promotion. The university's promotion committees insishaving a full teaching record which must include

some teaching of large mandatory or elective courses.

The Hebrew University has a mentoring system for faaulty, see
http://academic-secretary.huji.ac.il/.upload/MoreMelave.pdfddition, due to the good atmosphere within
the department, most of the new faculty feel free amedencouraged to consult with their more senior peers.
Also, it is quite common that more senior faculty shasources with the junior faculty. This applies to lab
resources, computation facilities and funds. The gémapaession is that junior faculty feel very welcome
and supported by the department.

3.3.2. Please provide in the format of Table 7.3 (page 18 an appendix to the report, the rankings of
the courses as found in the results of the teachirsyirveys given by the program in the last 5 years
(those of faculty members and those of adjuncts).l€ase divide the information by obligatory
courses, electives, seminars, and labs/workshopde&se specify any other methods of evaluation.

See appendix.
3.3.3. Describe the use of information technology in teadhg and learning: methods, scope, types of
courses etc.

Every course in our school has its homepage. All sfiichepages are accessible through the school's main
homepage. The content of these course pages varasfass to class, but they usually provide a very rich



and useful resource to the students. They typically indectere notes by the teacher and by the
TA's, often including a copy of the slides used durirgléttures. There are often links to past versions of
such lecture notes, to lecture notes from other instituosto printed material. Such a homepage usually
offers a number of very useful forums for discussicamong the students as well as means of
communication with the course's teaching staff. Thisupported by the computerized moodle environment.

3.3.4. Learning Outcomes

3.3.4.1.What are the program's intended Learning Outcomd<0)? How were they set and where are
they stated?

Generally speaking, it has always been the schottisda that fundamental scientific principles are the
main focus of our teaching program. In a dynamicfasttevolving discipline such as computer science,
there is very little point in teaching the details of a autyepopular system. This approach must, of
course, be taken in moderation. We do want to make #wt our students can compete in the
marketplace when they receive their degree here. Welaceconvinced that an overly theoretical
curriculum does not serve our students well and wp keeating and improving our classes.

Thus our whole program is examined regularly by oaultg and modifications are made according to
the field's evolution and the changing requirements.aifays seek the correct balance between solid
theoretical foundations and practical skills, as explaifex@ Since solid theoretical foundations tend
to evolve slowly, the respective courses remain lgrgelchanged over time, slowly adapting to the
changing state of the art. Relevant practical skills, heweway change rather quickly, and our program
tries to keep up. For example, this year we have alffdor the first time a programming course in
Python, which is emerging as an important computer larggusgpther recently introduced course deals
with the transition of computing to small devices such abilmghones and the Android operating
system. Other courses introduce the students to the twwoed of internet in various ways.

3.3.4.2 Are LO defined in the course syllabi?
In some courses, the LO are defined in the syllahutshis is not a requirement.

3.3.4.3.Describe the methods applied to measure Learning @eomes according to the following:

3.3.4.3.1. Examinations and exercises

a. Describe the method of examinations and their charder, the relative weight of each type of
examination in the final grade (written/oral/open/multiple-choice etc.).

b. Who writes the examinations and exercises and how their validity assessed?

c. Who grades the examinations and exercises? Pleasesdribe the feedback given to students,
apart from the grade.

There are many different methods that are being usedrimarious classes. The most common is a
final written exam that usually lasts 2.5 hours. This isedm a standard format that is common to
the whole university. In most classes students ararestjto submit homework. Such assignments
are typically given either weekly or bi-weekly. Their cams and format vary according to the
character of the class and its subject-matter, fromardieal questions to computer programming
problems. Certain classes adopt other strategies. In slasges (mostly more advanced, smaller
classes) teachers opt for a take-home exam. Studentgivean several days to solve a list of
problems. Also, in some classes homework is gradeidiglan interview with a TA; interviewers
are usually M.Sc. Students.

Generally speaking, homework assignments and final &xam composed jointly by all of the

course's teachers. Typically the TA's and the caurdeeturer meet regularly to discuss these
matters. Homework grading is usually done by a teaM.8t. Students that are assigned to the job.
Final examinations are usually graded jointly by the cdaiteacher and the TA's. In smaller more

" Definition of learning outcomes established by Bmdogna working group on qualificationst.O are what a learner is

expected to know, understand and/or be able to titha end of a period of learning.”
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advanced classes there are usually no TA's and tlwsele teacher is in charge of all these

chores: Composing and grading homework assignmewigcts and final exams.

d. Please provide in the format of a histogram how théinal grades are distributed in all study

programs and all degree levels in the last 3 years.
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3.3.4.3.2Written assignments (seminar papers, projects, thes, dissertations, etc)

PO TQ

format of histogram) the grades distribution of thefinal project/final seminar/thesis.

Describe the types of written assignments and otherojects required in the program, their contents ad scope.
Who writes the assignments and how is the validitgf the assignments assessed?
Who grades the written assignments?
What methods are applied to evaluate written assignents and projects? What kind of feedback, apart fom the grade, is given to the students?
What is the average grade given to the graduates ¢fie program in the final project/ final seminar/thesis in each of the last three years? Please presén the

In certain, relatively few classes, students' admngents are evaluated based on projects whichraded by the course teachefbere are also quite a few semit
that are being offered, where students are assigrsezrch papers to read and present before the Thiose are intended mostly for graduate studetitsyugh
certain fraction of our undergraduate studentsattending these seminars as well. M. Sc. Studeatseguired to take one or two seminars in theirse of study
These seminars tend to be dedicated to topicsroérunterest and activity in the forefront of @asch Final MSc or PhD thesis is evaluated by the supenéand :
(for MSc) or 2 (PhD) additional readers, who pre@vigritten comments to the student.

Graduates BSc and MSc - Computer Science

Final | Num of Outstanding|Thresh  Num. |Thresh MSc MSc |Dire| Total | Final | Final Work| Num. Outs. |Thresh Num. |Thresh
2011 Bsq Grade Excellence old | Excellencel old | Thesis|NonThesig ct | MSc | Grade Grade Excellence old | Excellencel old
Faculty
Science (513 86.84 10 96.25 93 91.3 167 36 19 222 | 91.37 6 98.04 45 94.43
Dept| 521 132 5 96.25 28 91.3 27 21 1 49 94.22 98.04 22 94.43
Final | Num of Outstanding|Thresh  Num. |Thresh MSc MSc |Dire| Total | Final | Final Work| Num. Outs. |Thresh Num. |Thresh
2010 Bsq Grade Excellence old | Excellencel old | Thesis|NonThesig ct | MSc | Grade Grade Excellence old | Excellencel old
Faculty
Science | 54286.67 11 97.25 97 91.18 175 19 17| 211 | 91.13 6 96.61 43 93.71
Dept| 521|118 2 97.2¢ 19 91.1¢ 27 5 1 33 93.07% 1 96.61 11 93.71
Final | Num of Outstanding|Thresh  Num. |Thresh MSc MSc |Dire| Total | Final | Final Work| Num. Outs. |Thresh Num. |Thresh
2009 Bsq Grade Excellence old | Excellencel old | Thesis|NonThesig ct | MSc | Grade Grade Excellence old | Excellencel old
Faculty
Science | 50586.68 10 96.85 91 91.31 129 23 16| 168 90.7 5 97.28 33 93.78
Dept| 521 |84 6 96.85 15 91.31] 18 11 0 29 94.27 97.28 13 93.78




3.3.4.3.3 Training and field work

a. Describe the training/field work required in the program, their contents and scope.

b. What methods are applied to evaluate training/fieldwork? What kind of feedback is
given to the students?

Field work in the field of computer science wowgbitally require the student to design and
build a large programming project, using any corapah device — from super computers to
smart phones. Our first obligatory training couisgiven in the second semester of the first
year— introduction to object oriented programming the first semester of the second year,
students are required to tageogramming workshop in C art++. In the elective course
workshop from Nand to Tetristudents experience the (logical) building obenputer in a set
of pre-defined steps. Quite a few optional couisgslve a final project on state of the art
devices, such as GPUSBidgh performance computing on GBUmnd smart phone®¢st PC
computing. The annual courddi-tech Entrepreneurshifs dedicated to entrepreneurship.

3.3.4.4. Please specify the number of graduates who graduatevith honors.
See Section 3.3.4.3.2, above.
3.3.4.5. Other - any other methods applied to measure the aevements of the students.

The majority of our classes are given in the stesh@l@ntal format. Namely, a class is given by a
professor to a large number of students. Lectureg@mplemented by recitation sessions given by
TAs, who are usually Ph.D. students. Homework ssgaed weekly and graded by graders who are
usually M. Sc. Students. In some courses a fewt sjuiz exams are given throughout the semester
and a written final exam at the end of the seme$ter final grade is a weighted average of allehes
ingredients: Final exam, homework, and quizzesméstioned, there are various variations on this
basic pattern (e.g., take-home exams).

3.3.5. In summary, to what extent have the methods applietb measure the teaching and learning
outcomes achieved their goals? Do you think that ¢hintended LO were achieved by the
students?

The whole study program serves as a constant ¢oalaiad monitor of its own success. Various
classes are required (both formally and informadly)prerequisite to our advanced classes. Such
courses cannot be completed successfully unlesgudent has profoundly mastered the more basic
and fundamental concepts. Our study program caarggsod deal of depth in this sense. The very fact
that the large majority of the students do passaduanced classes is good evidence to the fact that
they have indeed internalized and deeply underdtemdhaterial taught in the basic obligatory and
elective courses.

Please attach in the form of Table 7.3page 18)the rankings of the courses as found in the resugltof the
teaching surveys given by the program in the last years to this section (faculty members as well as
adjuncts). Please divide the information by mandaty courses, electives, seminars and labs/workshops.

To this section, please attach the following appeindon a CD: 5-10 examples of Thesis; 5-10 examples of
Dissertations (and relevant publications); 5-10 exaples of final projects.

See Appendix and attached CD, folder HUJI_Exemgleg 2012.
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3.4 Students

3.4.1 What are the entry requirements/criteria for the program and the actualadmission data
(first degree and advanced degrees), including tHen probation” status.
Please submit data concerning the number of applicas, admitted students, and enrolled
students in the program in the last five years (dided by degree) as follows:

Entry to the program depends primarily on the ayefaetween the matriculation grades and the
psychometric score. Applicants are also requirgabs the minimal, university-wide requirements
in terms of English and Hebrew proficiency. Studemho already have a record of study in higher
education (at other universities, or in the prefmayecolleges of the Hebrew University or another
university) can opt to use their grade averagédggher education instead of the matriculation
grades. We also offer the possibility of “directrghwithout matriculation and/or psychometric
grades. Students with a Ph.D. can enter withoutlpsyetric scores, and so can students with very
high matriculation scores (above 11.25). Similastydents with psychometric scores above 740
can enter regardless of their matriculation grggesvided they are qualified for matriculation).
Foreign students are required to show their hiloskcgrade average instead of the matriculation
grades. Foreign students can also present graztagfieparatory colleges or higher education
abroad. If the preparatory college was performdtieatiebrew University, the grades are averaged
with the psychometric grades. In case of otheramadpry colleges, only the psychometric grade is
taken into consideration.

a. The number of candidates that applied to the progre, the number of admitted students, the
number of students that began their studies, and #nnumber of students that completed their
studies, including those admitted "on probation".

Degree Academic
year
2007 2008 2009 2010 2011
B.Sc. Applicants 60C 663 746 624 584
Accepted 23€ 25C 349 282 266
1*' year 141 157 194 176 160
Total BSc 316 379 459 479 446
M.Sc. Applicants 85 75 63 82 76
Accepted 68 54 40 51 62
1% year 62 52 40 45 59
Total MSc 155 150 140 150 137
PhD Accepted 10 15 11 6 11
Total PhD 76 85 75 71 71
student

b. What are the de facto admission criteria for the pogram? If there is a discrepancy between the
admission criteria and the de facto admission datplease specify

The de facto admission policy is the same as above.

Criteria for admission to BSc

e Eligibility for high-school matriculation
* Psychometric test
* English level — meeting University level standérdvel 3 up to 2009, Level 2 since 2010)

! The maximum possible matriculation grade is 12, and the maximum psychometric score is 800 (average=530, sd=110).
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* Hebrew level — meeting standard level fetudents whose high-school’s main language was not
Hebrew.

These criteria are required for candidates fot fiesar of first degree in all University curriculand

have been chosen in order to find and accept theéidaies with highest potential to succeed in their

studies.

« Matriculation exams in a scientific subject, on wfgMathematics, at a level of 2 credit points at
least — is required for acceptance up to 2009.e5284.0 this requirement has been dropped.

Acceptance Process

The acceptance process is based on weighting #rage/ grade of the matriculation diploma with the
Psychometric score. Candidates with a weightedageewhich is higher than a fixed threshold are
accepted, where the threshold is set (in part)cbasehe number of available spots.

Prior further education — data on previous acadexoitevements (pre-academic preparatory class of
the Hebrew University, or Tel-Aviv; previous acaderstudies) may replace the matriculation diploma
average when computing the weighted average. andidate with several studying achievements,
the best weighted average will be computed.

Another channel of acceptable is “direct acceptanreeacceptance without combining the two

components. Candidates with a Ph.D. can be accaptedomputer science without a psychometric
exam. Also, candidates with a high matriculatioplaina average (10.9 up to 2009, 11.25 from 2010)
can be accepted without a psychometric exam. Adtergly, those with a high psychometric exam

(750 up to 2009, 740 from 2010) can be acceptedowitaveraging their matriculation diploma (as

long as they are eligible for a matriculation dipk).

Foreign students are required to have a finishippuoha from their high-school which is equivaleat t

an Israeli high-school matriculation diploma, o@ve undergone studies at a University preparatory
class for immigrants, or academic studies in tleeuntry of origin. Another university immigrants
preparatory class is recognized for equivalencd, the final grade is not averaged with the
psychometric exam, and the averaged score of #dugtes of such preparatory classes is based on
their psychometric score alone.

A candidate is allowed to list 4 schools by rankeTclassification is done by order of listing. If a
candidate has listed CS as first priority and heenltaccepted, the next request that may be undartak
in a double track with CS is considered. Other estgiare not considered. If a candidate has not bee
accepted into a track he/she has chosen as fimsityr their request to be accepted into the sdcon
priority is considered, and so on. If no decisi@s lyet been made regarding the track chosen in firs
priority, the acceptance into second priority ieaked. If a student has been accepted into thk trac
chosen as second priority and is later acceptenl firgt priority, his/her acceptance into second
priority is canceled, and so on. Hence, there anelidates who have been accepted into CS at an earl
stage, but at a later stage their acceptance telmhdue to having been accepted to a track lated
higher priority.

A candidate whose records do not allow acceptaolbewing standard procedure but has sufficient
further relevant data may appeal for reconsidematithese requests are brought before an appeal
committee. This refers to a small number of candislaach year (and in some years, none).

As a rule, there is no “conditional” acceptancengitioned by available spots), except in extreme

cases in which the appeal committee approves amuepfor a candidate and sets a condition based on
his/her personal records and state.

Affirmative action
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Since 2002 the university has an affirmative actidmannel for all departments, including CS.
Candidates for a department recognized as wortlajfibiative action based on the criteria set lgy th
“Aguda leKidum HaChinuch” (the Association for thelvancement of Education) can be accepted if
their weighted average is slightly lower than tieel required to be accepted, based upon the number
of spots allocated to this population.

Candidates with special needs

Candidates with different disabilities (hard oftdigolind, hard of hearing) may take the psychoimetr
exam on special terms, befitting their conditidhshey do not meet the usual criteria they maynsiib
an appeal to the Appeal Committee, adjacent toeBtuiffairs.

Detection of excellent students and compensatingen

Accepted new first year students to the univensitih exceptionally high track record are eligibbe f
excellence awards. The screening procedure is adren sending the acceptance notifications.
Students in the single major program are eligilde d& full exemption from tuition. Until 2008,
students in the double major were eligible for aaneption of half of the tuition, and the full tuiti if

they were also eligible for award when considengdheir other track. Since the academic year 2008,
eligibility for faculty award in one department awsa the full exemption. Additionally, since 2008 a
small number of first year students, with excemlbnhigh acceptance scores, receive an excellence
award and exemption from half the tuition. All n@eints of these awards must be full time students
participation in a full study program.

Financial Aid

BSc students are eligible for financial supportIfeing costs based on their academic achievements
and their financial situation. The size of the datghip changes depending on the student’s finhncia
status and academic achievements. First yearrgtidee rated by the average of the matriculation
diploma grades and their psychometric score to umeasheir academic performance. The
student/recipient must fill out a form to requdst scholarship for financial support. This requsst
considered by the Aid Division of Student Affairgvidion, and the answer is sent to the
student/recipient.

Relationship between Student Achievements and Opeémj Records

The office of admission and evaluation occasiongiyforms evaluation tests of the procedure of
selecting candidates. The relationship between ctiraponents of acceptance and the academic
achievements is examined (failure, success, gradege). Further examined is the relative weight
each component should be allocated in order toawgpthe prediction of academic success. These
examinations are done over several academic yeansler to ensure the stability of the findingseTh
results are brought before a professional committééch includes experts from Psychology,
Statistics, and Education. In accordance with #seilts, the committee establishes a recommendation
on whether the sorting and acceptance processdsheuthanged, and how. This recommendation is
discussed with the evaluated unit, and a jointgieciis made regarding the change.

c. In the format of a histogram, please present the mge of psychometric test scores or the
equivalent as well as the range of matriculation arages of the students that were admitted to
the program in the last five years.
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Grades average and std of accepted students for giryear

Average matriculation Averages psychometric

800
grades scores

12 700 T

11 - T T T T

o R

3 500

2012 2011 2010 2009 2008 2012 2011 2010 2009 2008

Averge preparatory grades Averge previous highED

1 grades

10.5
100
10 7T T T
9.5 50
9
8.5 0
2012 2011 2010 2009 2008 2012 2011 2010 2009 2008

d. Data regarding the alumni of the programs (in dllevels): E.g., the number of students
who continued on to advanced studies, employment tia

We have only incomplete data regarding our alumsage(3.4.9); out of close to 100
participants who had answered our survey most moedi to work in the industry, and
13 continued to higher degrees and academic cdfeercomplete details see folder
Huji_Alumni_1_7 2012n CD, table 3.4.1.

3.4.2 Describe the selection and admission process, théteria of advancement from year to year
and for completion of the studies, including the rguirements for being entitled to receive
an academic degree. Is there a policy of affirmatey action and standards for the
admittance of candidates with special needs? In casuch policy and standards have been
established, please describe them. How are the adision criteria decided upon, and to
what extent are the criteria and procedures for adrission related to the aims of the
program? What have been the lowest admission datapgychometric score and
matriculation grades) for the program?

The requirements for completing the various B.8d. dl.Sc. programs are detailed in the tables in
section 3.2.2 above.

Our requirements for advancing from year-to-yeartsmsed on the requirements of the faculty of
sciences: failing less than 3 mandatory coursesaral/erage of at least 55 if the student has not
failed any mandatory course, 60 if the studentfaidsd one mandatory course, or at least 70 if the
student has failed two mandatory courses.

Since 2002, the university has an official affirrmataction policy and the CS department follows thi
policy. Applicants who fit the criteria of the naial association for advancing education can be
admitted even if their average grades are a biétdtan the threshold. Applicants with special seed
can receive special conditions in the psychomettam. If they do not pass the admission threshold,
they may appeal to the appeals committee of theetsity. The admission threshold is determined by
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the department according to the goals of the progrbstudies. The lowest threshold we have had
is a combined score of 22.

3.4.3 What are the de facto criteria for advancing to thenext year in the program as well as the
criteria for completion of the degree, including the graduation requirements?

The de facto criteria are the same as above.
3.4.4 What is the yearly drop-out rate of students from he program over the last five years, and
what are the reasons for their leaving (academickincial/other)? Is there satisfaction with

the drop-out rate? If not, what steps does the unitake in order to prevent, reduce or
increase drop-out?

Computer Science

3rd
Academic IAcademic| Drop-out |Academic| year
1st year 2nd year

year year rate year and
4th

2007 141 2008 115 18.4% 2009 136
2008 159 2009 129 18.9% 2010 152
2009 197 2010 143 27.4% 2011 169
2010 176 2011 118 33.0% 2012 170
2011 160 2012 125 21.9% 2013 -

Computational Biology
Drop-out 3rd
Academic IAcademic| P Academic| year
1st year 2nd year | rate 1st-
year year year and
2nd year

up

2006 24 2007 16 33.33% 2008 14
2007 27 2008 22 18.52% 2009 19
2008 27 2009 16 40.74% 2010 18
2009 23 2010 11 52.17% 2011 16
2010 26 2011 18 30.77% 2012 21
2011 16 2012 8 50.00% 2013 --

The predominant reason for dropping out is diffigih mastering the obligatory mathematics courses.
We believe that indeed students who cannot pagaétieematics courses will not be able to master
the theoretical courses that are obligatory inptteggram, are therefore not suitable for our program
order to confront this problem, we are now offerangreparatory course in math for new students
during the last few weeks of August and September.

3.45 To what extent are the program's students involvedn research projects of the staff
members? Specify in which projects, the number oftsdents involved and the scope of their
involvement. Is there a procedure for encouraging tadents to carry out independent
research of their own?

Students in the B.Sc. program can complete indegggrrésearch projects with faculty members. In
the computational biology program, all studentsrarpiired to complete a research project. The
following table lists these projects:



Projects of BSc students

Tutorial project with staff members

academic Academic Academic Academic Academic year
Credit year 2007 year 2008 year 2009 year 2010 2011
No. of students
Tutorial work 2 4 8 5 3 3
Tutorial work 4 4 5
Tutorial work 6 4 5 5 5 5

Final project of Comput

ational Biology students - Computational Methods Molecular Biology Lab. Project

academic Academic Academic Academic Academic year
Credit year 2007 year 2008 year 2009 year 2010 2011
No. of students
Project 8 10 15 16 12 9
3.4.6 Counseling systems

3.4.6.1 Describe the system of academicounselingfor students before and during the
period of study (including reference to the structuing and approval of the
study curriculum). Do students with special needs receive special supporif?so,

please specify

Students have faculty advisors according to thevahg table

Academic Counseling
Computer Science B.Sc.
Name Title Reception Phone |Email| Location
Prof. Daphna Weinshall |Head of the Program Sunday 10:00-11:00 54-94542 * |Ross 211
Dr. Amir Globerson First year advisor Tue 9:00-11:00 54-94537 * |Ross 210
Or via email appointment
Prof. Sara Cohen Second & third year advisor [1st semester: Monday 13:00-14:00 54-94545 |=-1* |Ross 205
2nd semester: Tuesday 13:00-14:00
Yael Ben-Lulu Program Coordinator 54-94513 |--1* |Ross 70
Computational Biology B.Sc.
Name Title Reception Phone Email Location
Prof. Nir Friedman Head of the Program via email appointment 54-94557 Silberman
Prof. Linial Michal Head of the Program Sun 12:00-13:00 65-85425 Silberman 515
Hagit Yaar-On Program Coordinator 54-94504 Ross 70
Computer Science M.Sc.
[ Name | Title | Reception Phone Email | Location |




Prof. Yuval Rabani Computer Science - MSc \Wed 16:00-17:00 54-94562 *  [Ross 216
Dr. Shai Shwartz Computer Science - MSc \Wed 15:30-16:30 54-94565 *  [Ross 57
Hagit Yaar-On Program Coordinator 54-94504 *  [Ross 70
Computational Biology M.Sc.

Name Title Reception Phone Email Location
Prof. Linial Michal Head of the Program Sun 12:00-13:00 65-85425 *  |Silberman 515
Hagit Yaar-On Program Coordinator 54-94504 * Ross 70
Computer Science Ph.D.

Name Title Reception Phone Email Location

Prof. Ari Rappoport Computer Science - PhD By appointment 54-94564 * Ross 23
Hagit Yaar-On Program Coordinator 54-94504 * Ross 70

3.4.7

Students with special needs can receive assisteoroghe university’s unit for supportir
students with learnindisabilities. This unit has nine fuilme members and provides stude
with learning disabilities with a broad range of siolu$ including diagnosis of disabilitie:
modifications of exams and general support and eonomshir

3.4.6.2 Are counseling and assistance provided to students with regard tgossible
directions for their fut ure professional careers? If so, describe these pr@dures.
Are there work placement services for the graduateslf so, please describe thi
activity.

We do not offer direatareer assistance; instead maintain an email list where employ:
can offer careeopportunities t students who choose to dptto the mailing lis We also
participate in a yearly “job fair” along with thest of the faculty of scienc

What are the mechanisms that deal with student conlgints? Please provide a list o
students complaints over the last two years and the way #y were resolve.

Most student complaints are handled byfaculty membersvho head the respective programs.
also have a yearly committee meeting of stts and faculty. e protocols from the latwo
meetings are providdd the attached CD, foldHuji_Extra_1_7_2012.

Here are the actions we took to address some oh#jer complaint:

2011:

From 2012, we implement a fewchanges in the introduction to computer sciemandatory
course. Mosimportantly, the format of the exercises was regfiand overhauled. As
2012 we provide students with omatic testers, so that thkegow whethe their program
works correctlyand if no where it fails. As a result, the studentsirk style is mordocused
and efficient and the learning ocess is more effectivéVe received very positive feedba
from the students regarding this chai

Probability course: arader was given to the course as of 2012,

Algorithm course -the criticized method of inrviews was replaced by weekly quiz:

We installed a dedicated “quiet areathe students computers wagace

From 2013, we will offethe introduction to CS coursdso in the second semester
decrease the load in the first semester, eally for the engineering studer
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» Alex Samorodnitsky will coordinate difficulties of students who are called to military
reserve duty during the semester for an extendeddef time.

* We arranged for a more balanced distribution ofelleetive courses between the 2 semesters.

* We opened the students computers work space 24 halay, as requested.

3.4.8 What financial assistance is provided to students ith financial problems and to outstanding
students? What other types of financial support iswvailable to students?

Financial aid to outstanding students is givenHgyuniversity. This includes the Dean’s list for
academic achievement (who may get up to 50% of thition), the Rector’s list

for academic achievement (who may get up to 100%ef tuition along with a monetary reward). In
both cases, membership on the list depends orrdldes) The university also gives excellence awards
to incoming students according to their psychorogrades and matriculation grades. Students with
financial problems are handled by a special comorsgs the university which can determine tuition
relief (for B.Sc. students) along with student lpéfor all students).

3.4.9 Do the institution and/or the department maintain ®ntact with their alumni, employers,
and employment market? Please specify the extent oftegration of alumni into the labor
market (especially relevant when the study programis "professional”): where have they
found employment, what positions do they hold, howmuch time has elapsed between
graduation and employment, and how many students otinue their studies to advanced
degrees or other areas (specify area of study andgree level). Relevant surveys would be
appreciated.

We have only now started to establish contact aithalumni. We have preliminary data that is
available in the appended table on the CD, in foltlgi_Alumni_1_7_ 2012.

3.4.10 In summary, what are the strengths and weakness tiie issues specified above?

The main strength emerging from of the issues disetdl above are the high quality of our
students. We are delighted with the high level @fgrmance of our students and the dedication
with which they pursue their studies and (for soafethem) research. One of our major

weaknesses is the number of people who are admiitedour program but choose to go

elsewhere.

3.5 Human Resources

3.5.1 Teaching Staff

3.5.1.1 Describe the profile of the program's teaching stdfin the format of the tables 7.2A
through 7.2D (pages 15-17).

The teaching staff consists of 33 Senior Acadertaff fwnembers, 37 Senior Adjunct Teaching
Staff (8 adjunct lecturers and 28 teaching asdistaand 8 Junior Adjunct Teaching Staff (3
lecturers and 25 graders). Note that there areinmJAcademic Staff members, as the ranks of
Lecturer, Senior Lecturer, Associate Professor,Ruadessor appointments are all considered
Senior Academic Staff.

3.5.1.2 How are the faculty members divided into areas ofpecialty in the discipline and to
what extent does the faculty profile allow flexibitty within the study program.

The CS faculty members are divided into a diveeteEareas of expertise, with several faculty
members belonging to more than one area. The afeapertise include:

» Artificial Intelligence



Daniel Lehmann (Emeritus), Jeff Rosenschein, Avahar

Cluster, GPU And Cloud HPC System

Amnon Barak (Emeritus)

Computational Biology

Nir Friedman, Tommy Kaplan, Nathan Linial, Naftalshby, Yair Weiss
Computational Economics

Daniel Lehmann (Emeritus), Noam Nisan, Michael RgBimeritus), Jeff Rosenschein,
Michael Schapira, Aviv Zohar

Computational Geometry and Design

Michel Bercovier (Emeritus), Leo Joskowicz, Mich&éérman
Computational Neuroscience

Amir Globerson, Naftali Tishby, Daphna WeinshalgilYWeiss
Computational Photography and Graphics

Raanan Fattal, Dani Lischinski, Shmuel Peleg, Mikerman
Computer-Aided Surgery

Leo Joskowicz, Dani Lischinski

Computer Systems

Danny Dolev, Dror Feitelson, David Hay, Scott Kigtpck
Communication Networks and Distributed Computing
Danny Dolev, David Hay, Michael Schapira

Computer Vision and Imaging

Shmuel Peleg, Amnon Shashua, Daphna Weinshall,Waiss, Mike Werman
Databases

Sara Cohen, Yehoshua Sagiv

Machine Learning

Nir Friedman, Amir Globerson, Shai Shalev-ShwaBzott Kirkpatrick, Eli Shamir
(Emeritus), Naftali Tishby, Yair Weiss, Daphna Waiall, Amnon Shashua

Natural Language Processing & Computational Cogmeitiinguistics
Ari Rappoport

Quantum Computing

Dorit Aharonov, Michael Ben-Or

Scientific Computing

Raanan Fattal

Signal Processing & Communication

Ami Wiesel

Theoretical Computer Science

Dorit Aharonov, Yair Bartal, Michael Ben-Or, Ornaiferman, Nati Linial, Noam Nisan,
Yuval Rabani, Michael Rabin (Emeritus), Alex Sandridsky,
Eli Shamir (Emeritus), Guy Kindler

Wideband Radio Communications
Dana Porrat

Information Theory

Tishby, Y. Kochman
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The study programs are:

e Computer Science

¢ Computational Biology

« Computer Engineering and opto/microelectronics
¢ Computer Engineering

The faculty are assigned to courses accordinggasanf expertise and to the teaching needs of the
School. The areas of expertise of faculty membever most of the course subjects. For those
that are not covered, adjunct lecturers are hiredroas-needed basis.

3.5.1.3 What specializations and skills (including experiece and training) are required of
the staff members teaching in the study program, icluding those who teach
practical courses/practical training.

All senior staff members are required to have a Bb@ree and a proven track record of research
and publications in their fields. Teaching assitst@amne MSc and PhD students, all of whom are
required to have a BSc. Teaching assistants inddtvérontal teaching are all PhD students, with
the exception of 3 outstanding MSc students. Tiegdssistants involved in grading are all MSc
and PhD students. Adjunct lecturers have an MSth@f. They are chosen based on their
extensive experience in industry and the knowlaafghe areas that they teach.

3.5.1.4 What steps are taken to ensure that staff membersrea updated, academically and
professionally, with regard to the program?

Our Senior and Junior Academic Staff Members drrsi-rate active researchers in their fields.
They write academic papers, review articles forfemnces and journals, actively organize and
participate in professional conferences worldwillgey are up to date in the latest developments
of their professional fields. This is directly lesfted in the courses, seminars, and laboratory
projects in which they are involved.

Senior and Junior Adjunct Staff Teaching Assistamesguided by the Academic Staff members
and benefit from their knowledge and experience Atjunct Lecturers that come from industry
continuously update their knowledge of their resipedields from their workplace and
professional activities.

3.5.1.5 What are the rules, criteria and procedures for appinting the head of the study
program and the staff, including tenure and promotobn, the standard duration of
service at each position, renewal of appointment ielected positions and dismissals?
What steps are taken to ensure that the faculty arénformed of these policies and
procedures? Are you satisfied with these procedur@s

The current head of the study program is Prof. Binshall, who is serving her second year.

The appointment is for a two-year period with tlesgibility of renewing the appointment for an
additional 2-year period. The head of the Sché@rmgineering and Computer Science makes the
appointment. The appointment is determined by a bgtall the School members following an
open nomination process and discussion. Theadikiy of the position as well as the duties and
responsibilities are presented to all the Schoohbes. Self-nominations are also accepted.



This open and democratic procedure has been ie ptaat least 20 years. The staff members
and previous heads of the study program are satigfith the procedure and do not see a reason
to change it.

3.5.1.6 What is the definition of the position of the headof the study program? What
credentials (experience and education) are requirefbr this position?

The head of the study program must be an Assoeiatessor or a Full Professor. The candidate
must be a Senior Academic Staff member familiahwhe program and the School. The duties of
the head of the study program include definingattedemic policy of the courses, revising and
updating the syllabus of existing undergraduategraduate courses, and approving new courses.
S/he also heads the Curriculum Committee, whesetlssues are discussed.

3.5.1.7 How is full employment defined in the institution for senior and junior staff, and
how many hours are they required to teach in eachfahe study programs?

Senior Academic Staff members are all full-time &@ypes of the University. They are all
required to teach at least 6 hours per week peesem Adjunct Teaching Staff consist of

Adjunct Lecturers, Teaching Assistants, and GraddtAdjunct Lecturers are employed part-
time for the specific course they teach. Teachisgigtants and Graders are all employed full time
and are required to teach 8.8 hours per week peeser.

3.5.1.8 Are staff members obliged to serve as advisors fofinal projects, theses and
dissertations? Are there criteria for assigning adisors to the above-mentioned
papers and projects?

Senior Academic Staff members are expected to adivial projects and thesis based on the
subject area, student load, and interest. Seniadé&mwic Staff members serving as Student
Advisors help students find and approach the nmustapriate academic staff member. There is
no official enforcement mechanism, as there isrssensus that there is no need for such a
mechanism. Teaching Assistants and Adjunct Leciuaes required to supervise student projects
as part of their employment and course load.

3.5.1.9 What is the policy regarding recruiting and absorbing teaching staff (senior as well
as junior) and what are the plans for the_futurerecruitment to the study program?
How are these plans made and by whom?

Senior Academic Staff is recruited every year basged stringent selection process. The head of
the Candidates committee receives the candidatecatpns and puts together a candidate file
consisting of the candidate’s curriculum vitaetdet of recommendation, and most relevant
papers. Subsequently the candidates are broughiattulty assembly for open discussion,
ranking and vote. The top candidates are thertifdhand passed on to the Area Committee,
which makes recommendations to the Dean of theltyamuMathematics and Natural Sciences.

The criteria for selection are first and foremasigemic excellence, with special attention paid to
specific academic areas to be developed. The farfisture development are established by
consensus in a open discussion at faculty meetipgdl Senior Staff Members.

3.5.2 Technical and administrative staff
Describe the technical and administrative staff, inluding the number of staff members and
their job descriptions. What kind of support does he technical and administrative staff
provide for the academic activity?

The administrative staff consists of 13 peopledbd into 3 groups.
Management team




a4

* Administrative Director: ZohamMarcovich
e Accountant: Relly Krupp

* Human Resources: Silvia Belisha

* Assistant for Academic Affairs: Dikla Soae

« Maintenance: Jacob Yagen

e Hardware Lab Manager: Doron First

The management team is responsible for the dagyoitanagement of the School of
Engineering and Computer Science.

Research Grant Administrators
* Adel Aharon

* Yael Bar David

* Regina Krizhanovsky

The research grant administrators team is resplentb managing the numerous grants of the
Senior Academic Staff Members. They coordinatebiidgets with the accounting office of the
Hebrew University, with the Authority for Researahd Development and its various regional
desks (America, Europe, Israel), and with Yissuhg Technology Transfer and Intellectual
Property company of the Hebrew University of Jelersa

Student Affairs Coordinators

e Coordinator, teaching and Students Affairs: Yaehelu

e Coordinator, Computer Science Programs: Rina Cohen

« Coordinator, Computational Biology and Advanceddgts: Hagit Yaar-On
« Coordinator, Engineering Programs: Hila Hayo-Danin

The student affairs coordinators manage all theecspof the students’ academic issues,
including registration, matriculation, and commuation with the Authority for Students.

The Systems Group consists of 10 people:

¢ Head: Danny Braniss

* Deputy Head: Jorge Najenson

e Team members: Ganel lIsrael, Tomer Klainer, Tanyankitski, Ely Levy, Dmitry
Perchanov, Ephraim Silbergerg, Chana Slutkin, Yaiom.

The systems group is responsible for all the comguinfrastructure of the School of
Engineering and Computer Science. It is respoasfbl managing and maintaining the
communications network of the School and all ikssfi network, and personal computers, both
hardware and software. The Systems group operatesirtdergraduate CS student computer
clusters, and all computers of the Senior Acadeéstadf, Teaching and Research Assistants, and
Adjunct Teaching Staff. They install and develagtware for the academic courses and
provide file server and networking capabilities.

In addition, the following positions are held byn&e Academic Staff Members:
* Head of the School: Prof. Jeff Rosenchein

* Head of the Computer Science Program: Prof. DapYeiashall

¢ Head of the Computer Engineering Program: Profx Aamorodnitsky

¢ Head of the Computational Biology and CS Prograrof.Nir Freidman

* Head of the Bioengineering Program: Dr. Yaakov Naicls

¢ Head of the Computer Engineering/Applied PhysiagRam: Prof. Uriel Levy

The School Head is responsible for the academicagement and coordination within the
School. Each Program Head is responsible for éniséspective program.
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3.5.3 In summary, what are the points of strength and welness of the human resources
(teaching staff, technical and administrative staff?

The main strength is the existence of a uniquepgadthighly skilled and committed individuals who
work together to achieve a high level of servicéhstudents and staff.

The Senior Academic Staff consists of recognizedaechers in their field. The School is ranked the
27" top CS Department worldwide according to the Shangcademic ranking. The hiring of new
members is based on academic and research exesliéhican open, consensus-based process. The
Adjunct Teaching Staff is hired on an as-needeébas

The Administrative Team effectively and efficienthanages the many aspects of the School. It is
highly structured and well organized, with cleaki®and responsibilities allocated to the team
members. The Systems Group provides vital and ersguvices across a complex and varied set of
hardware and software configurations. They enthaethe students and staff have a high-quality,
state-of-the-art computing environment.

To this section, please attach the following infor@tion:

® Tables 7.2A through 7.2D (in chapter 6 of this doauent, pages 15-17) detailing senior and
junior teaching faculty employed, external senior ad junior teaching staff, teaching and
research assistants, post-doctoral staff members.

See tables 7.2.A through 7.2D in the appendix.

3.6 Infrastructure

Note: In this chapter, describe the overall physical ifrastructure that serves the unit and the study
program under evaluation. To what extent does thignfrastructure enable the parent unit to operate tre
study program according to the set aims and goals?

3.6.1 Administration

3.6.1.1 Where the unit is physically located in the instittion, in which building, and where
does the study program under evaluation operate? Dother study programs share
the building?

The school of computer science, and its study jarogr are scheduled to move to their new
Rothberg Building, Givat Ram Campus, on November22(his is a brand new building
whose gross area is 14,000 meters. 10,000 metdrbevoccupied initially, and 4,000
meters are kept for future expansion. The desoripbielow addresses only the initially
occupied area. In addition, the building has aneagrebund parking lot for 175 cars.

3.6.1.2 How many rooms serve the academic staff (senior,fjiior and external) and technical
staff of the program, and what equipment is availake in each room?

The building has 106 offices, each having an afegpproximately 15 meters. 50 offices
serve the senior faculty of the program and visité6 offices serve the junior faculty (PhD
students). In addition, numerous research labsedber MSc students, the area of each lab
is approximately 36 meters. All offices and labséaindows that can be opened for fresh
air.

A Special computer facilities area houses the teehrsystem group. Another area is
devoted to the administrative staff of the prograthoffices and labs have multiple power
outlets as well as multiple wired network connetsiof speed 1Gb.
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3.6.2 Classes

3.6.2.1 How many classrooms, seminar rooms, rooms for groupctivities, and auditoria
serve the study program, how many seats do they hayvand what is the equipment
can in each room /classroom/auditorium (including eference to the possibility of
using personal laptop computers on campus).

The Rothberg building includes three classroomssg#s) and one auditorium (250 seats).
All have modern audiovisual equipment. Each auilitorseat has a power socket.

In addition, 10 smaller meeting/seminar rooms ar@lable, about 15 seats each, whose
purpose is to support research groups. 6 additimegting/seminar rooms are available to
undergraduate students in order to encourage gtogies and project collaboration.

The entire building is covered with wireless netwvaio allow WiFi connectivity
everywhere.

3.6.2.2 Do the parent unit and study program have access tadditional facilities for special
purposes, e.g. conference rooms, study centers, @asch centres and meeting rooms?
If teaching activities take place outside the camm) please specify which activities
and the frameworks in which they are carried out.

When necessary, the program is served by the tgachcilities on the Givat Ram campus
which include numerous classrooms and auditoria.

3.6.3 Computerization
Please specify the computer layout, and how it sees the study program. E.g., how many
computer labs serve the students in the program, ahhow many computers are there in
each lab? Specify the existing hardware and softwar and state if it includes special
hardware and/or software.

The computer facilities area includes a computentezewhich is supported by superior
networking connection, air-condition, and UPSnitludes more than 100 powerful servers that
support teaching and research, with centralizeal dijstem having automatic snapshots and
backups. The undergraduate students have a spamoysuter farm with 250 PCs. The WiFi
network, and the multiple lounges for studentsoenage use of hundreds of laptops and other
portable devices in the building.

3.6.4 Laboratories

What laboratories serve the program, who makes usef them, how are they
equipped, and how many seats do they have?

The program has twenty research laboratories. Tdreymostly used by graduate students
working on their research, and by undergraduateesits preparing guided projects. Most
equipment is based on PCs. One specialized teadhimgis geared for electronics and
engineering students, and has specialized electegjuipment.

3.6.5 Library and Information Technology (IT)

3.6.5.1 Describe the library, which serves the students anthe teaching staff of the study
program: location, physical structure, number of titles according to subjects,
journals and e-journals, computerised databases, mober of obligatory books
relative to the number of students, opening hoursnumber of seats, number of
computers, the library's professional staff and th& qualifications. To what extent do
the students receive assistance and guidance in tlilerary, the ability of students and
teaching staff to use the databases from outside ehlibrary? Specify likewise the
policy guiding the purchase of material for the livary: who make the decisions with
regard to the purchase of books, journals, computésed databases etc. and based on
which recommendations/requirements, what are the mcedures for updating the
library, is there a clear and well-defined budget ér the library?
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The main library for students, researchers andtagucomputer science and engineering
at the Hebrew University is the Mathematics and Qat@r Science Library. This library
provides guidance and the tools for research aadhieg in computer science and
engineering: research books, textbooks, databpsgegdicals and electronic resources.
The Avraham Harman Science Library (the centratalip of the Faculty of Science)
provides additional resources. Both libraries aealed at the Edmond J. Safra Campus,
Givat Ram.

Mathematics and Computer Science Library
The Mathematics and Computer Science Library stasethe mathematics library in 1925,
the year when the Hebrew University and the In&tiof Mathematics were founded.

The library collection in computer science staitethe early 1970's, after which the library
became the Mathematics and Computer Science LibrBogay, the library is rooted in the
organizational structure of the libraries authordagd serves the Einstein Institute of
Mathematics and the Selim and Rachel Benin SchdéoErmineering and Computer
Science.

The library has a good reputation, noted by marsjitoris from abroad, matching the
reputation of both the Einstein Institute of Matlaits and the Selim and Rachel Benin
School of Computer Science and Engineering. The baaetion of Mathematics and

Computer Science in the same complex (while maiirtgithe separation of the fields),
contributes significantly to researchers in bo#ids. It should be noted that the library's
collections serve also many students and researghether disciplines.

Location:

1928-1948: The library was located in the Philipti&taburg building on Mount Scopus.
1948-1957: After the war of independence, the tungtiand its library moved to the north
annex of the King David Hotel.

1958-today: The library moved to the Manchester Id@uog, Einstein Institute of
Mathematics in the Edmund J. Safra Campus, Givai.Ra

Physical structure:

The present building was built in 1957. It was daeedd by Heinz Rau and David Reznik.
The entrance to the library on the first floor lead its main reading hall, which is an
impressive piece of architecture, with high ceileagd wood panels. In 1995 a new wing
was added to the library in the entrance floorhaf Manchester House, and was connected
by an internal staircase. The architect for theg@vations was Zeev Ravina.

The main reading hall contains most of the coltattin mathematics, the reserved book
collection in computer science, and six computatiais. Three annexed rooms store the
rest of the mathematics collection and the compstaance collection. The service area is
on the same floor with circulation and referencskdestaff work area, displays of new and
rare books and journal display area. The periodmalections in Mathematics and
Computer Science are stored on the ground floamgalwith a photocopy machine,
computer printer, four computer stations, desksaamrk area for binding.

The emergency exit (service entrance), located lia tloor, can be accessed by
wheelchairs. A magnifying device for the visualilggaired is available. The library's total
area is 542 square meter. In addition, the libfay an archive (76 square meter) in the
basement floor of the Manchester Building, wheréeol periodicals and books in
mathematics and computer science are stored.

Number of titles according to subjects:
The library contains about 8,000 titles in compsigence and engineering.
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The library's collection in computer science ismidd to the research and teaching
needs. Its unique, flexible classification systeswers the main areas of computer science
research. There are hundreds of books in eaclesétareas of computer science and many
more in a variety of related areas. Each book tegothe catalogue includes standard LC
(Library of Congress) subject headings and clasifin.

Online books Library patrons also have full text online accégsa vast number of

conferences and standards in computer science amgheering, through online

subscriptions to the ACM and IEEE xplore digitddréiries. The Hebrew University also
subscribes to the MIT CogNet collection of elecicamook in cognitive and brain science
disciplines. Access to online collections is avagafrom any computer on the university’s
network.

Theses The collection includes about 200 Ph.D. and 458&dvidissertations in computer
science. For the past several years, most of ge=dations are also available online to the
Hebrew University community through the libraryalague.

Books in related subject¥he Harman Science Library‘s book and periodicdlections as
well as its electronic resources specialize in Bfgences, physics, chemistry, science
teaching and applied sciences. Its collectionshiysigs, applied physics and computational
biology are related to the research in the Selimh Rachel Benin School of Computer
Science and Engineering.

Periodicals and electronic journals

Over the past few years the trend in libraries adothe world (including the Hebrew
University) has been to cancel paper subscriptioaksto switch to electronic subscriptions.
This move is motivated by economic considerationsvall as the convenience of library
users who prefer electronic journals. In a fieldeventhe changes are rapid and where it is
important for researchers to have access to infilomas soon as possible in order to stay
at the forefront of research, electronic journasenmany advantages. They enable access
from any computer on the university’s network, #mely are updated quickly.

Until 2004, the library had about 170 print substioins of periodicals in computer science
(a list is available at the library's website). Hlese subscriptions have been converted to
electronic access only. Each electronic subscngiiecluding subscriptions converted from
print to electronic) is represented by a card idisplay near the entrance to the library,
including access information.

Essential to the research in computer science ageheering, are our online subscriptions
to the ACM and IEEE xplore digital libraries, whidhclude access to hundreds of
important periodicals. Another important sourceopline periodicals is our subscription to
the SIAM ejournals (including the Locus archive).

The print collection of computer science journal®n the ground floor of the library. An
archive of older periodicals and books is availabl¢he basement floor. The library staff
watches and maintains carefully the completenegscansistency of the periodical and
standing order collections and the continuity ecelonic access.

In addition the Hebrew University subscribes tacgtmic journal collections and archives
of certain publishers, through other libraries, &b University, or MALMAD
subscriptions. These subscriptions extend theeseopm variety of electronic journals,
beyond the library's subscriptions. Examples: EBSGBLE, Elsevier, Springer, Wiley
journals and archives.
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In professional journals (as with books) there isoasiderable overlap of the fields of
mathematics and computer sciences, and thererarmber of periodicals in the collection
which are defined as mathematics but are also desgread use in computer science. In
total, full text access to about 1,500 computeerszé electronic journals is available
through the online catalogue (some of them arealadable through the library's website).

Computerized databases
As mentioned before, the library subscribes tokie digital libraries in the field: ACM
and IEEE xplore.

Bibliographic databasedhe library subscribes to the ACM digital libramyhich is the
main database for locating articles in computerersm. It also subscribes to the
MathSciNet, which focuses on mathematics, but é¢ostanaterial related to computer
science. The Harman Science Library subscribebddrspec database, which focuses on
physics and engineering, as well as some dataliad@elogy and physics. The Hebrew
University also subscribes to some general datababeise to all disciplines: Web of
Science, Scopus.

Number of obligatory textbooks relative to the numfer of students:

The number of textbook copies is flexible and dejsean faculty recommendations, the
number of students in a class and demand. Geneth#yratio is 1:10 (1 copy per 10
students). At least one copy of each textbookssmed for study in the library.

Opening hoursSunday-Thursday, 9 AM — 7 PM.
Number of seats80 in the main hall and 20 in the other rooms.

Computer station access and connectivity in thadib

At the Mathematics and Computer Science librargralare 8 computer stations for users, 2
laptops for loan (for use within the library), 2asbns restricted for catalogue search, a
network printer and a photocopy machine. Wirelessriet connectivity is available in the
main reading hall and also some internet and été@gtisockets in the library, to enable
authorized users with laptops, access to HUJI datgh (Unauthorized users have general
Internet access).

The Avraham Harman Science Library houses the Bamdl Agnes Ginges Information
Center. The center incorporates open study areaslles study rooms, and a computer
classroom. The library has many computer workstatidaptops for loan, printers, a
scanner, copy-machines and wireless network adecéiss entire building.

In addition, access to online resources is aval&om any of the thousands of computers
on the university’s network, including the thoussmd computers in computer farms used
by undergraduate students.

Using the databases outside the libraries:

Access to databases and electronic journals usbhetigmes available by recognition of the
institution's IP range. Thus, the databases arafretec journals can be accessed from any
access point or office in one of the Hebrew Unilgrsampuses. Students of the Selim and
Rachel Benin School of Computer Science and Engmgpean access all the library’s
online resources in their computer labs. Hebrewvehsity students are provided with a
personal username and password to allow them aawssg public computers. From
outside the Hebrew University campus, access iswall through the VPN service,
available to all students and staff of the Hebraviversity.

The library's professional staff and their qualifications:
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The Mathematics and Computer Science library stafisists of 3% regular positions,
and Y4 temporary position. These positions are hglfbur professional librarians (all of
whom have a master degree).

The staff high professional level and extensiveeeigmce contribute to maintaining the

tradition of high standard, quality and professioservice, with a personal touch. The

librarians perform a variety of tasks, which are@geéd to the technological changes. The
library also employs 2 students at a total of 160rk per month.

The library enjoys close cooperation with the acaiddibrary committee and other faculty
members, and also with the administrative staffhef Selim and Rachel Benin School of
Computer Science and Engineering.

Guidance and service in the library:

Quality and personal service is an important gdahe library staff. Opinion polls have
shown that the users are very pleased with theeidéti service and assistance in the library
(and with the quality of the library's collectiof)he library staff maintains an informative
and comprehensive library website, for additionaldgnce and resources (as well as a
facebook account for contact with users).

Since the 1970's the library has maintained a cehgmsive collection of exams. This

collection has been scanned and uploaded to temett through an online exam database
maintained by the Harman Science Library. The tipraas also cooperated with the

Harman Science Library in creating the computeersz@ segment of an online course
introducing Hebrew University library resources tedeses and online catalogue) to the
Faculty of Science and Mathematics students.

The Harman Science library provides Interlibrargricand photocopy service from Israeli
libraries and abroad. The Hebrew University libearcoordinate and cooperate between
them to provide quality services to the academiroonity.

Policy of purchase of books, journals, online resgues and databases:

Research in computer science tends to focus oravhiable online material due to the
rapid changes in the field, the importance of updanformation and the large amount of
available material. Much of this material is pradd through online subscriptions,
especially conference proceedings (which used tinbleded in standing orders). As a
result of this, much of our computer science budgeillocated for the purchase of the
ACM and IEEE xplore digital libraries and the refsir other electronic journals.
Interdisciplinary databases are purchased by thigution, usually through a MALMAD
consortia agreement.

The library's book acquisition policy focuses oa thain teaching and research areas at the
Selim and Rachel Benin School of Computer SciemceEngineering, while maintaining a
basic collection in other fields of computer sciend@he focus of the book selection is
flexible and changes according to changes in tleltfa research interests and science
itself. The book selection emphasizes quality datbsof-the-art update of the fields.

Books are selected very carefully to assure theitity and relevance, in view of the rapid
changes in the field, the increase in quantity @odt of publications, and budget
constraints. Availability in other libraries in tHéebrew University and other academic
institutions is considered.

Who makes purchase decisions?

Ultimately, the academic library committee makesdlecisions about acquisitions of books
and journals (including journal cancellations amshwersion to e-only subscriptions), in

consultation with the individual faculty memberseéach research field. This process is
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coordinated by the library director taking into agnt the allocated budget and the
guidelines of the Hebrew University Library Authigri

Procedures for updating the library:

Book selection information sources:

1. Recommendations of the faculty and researclestad

2. Recommendations by students, readers and theyistaff.

3. Recommendation from course syllabi and onlings®information.

4. Review of the catalogs of the main publishersamputer science (printed and online).
5. Reviews from professional journals and databases

Recommendations can be sent in any way, but tharjiccommittee should review and
approve it. Additional copies or new editions oftb®oks are purchased upon consulting
with the course teacher, by demand and class simgderations.

New books are displayed for browsing at the engandhe library. Their lists (including
new electronic journals) are distributed reguldrly email to faculty members, research
students and anyone else who requests it. Thealist®lso accessible through the online
catalogue. These lists have been filed and kepedime 1970's, so it is possible to follow
the development of the collection over the years.

The library's budget in computer science:

In 2003, the Hebrew University established a Liprauathority, to coordinate the functions
and maintain the budgets of all libraries. The tmidg clear and well defined, based on
expenditures in the former year. As it happens, éhre computer science budget is
committed to continuing the subscriptions of elecic journals, electronic resources and
databases. The yearly rise in the price of jogriaald databases may demand changes in
our periodical subscriptions.

The allocated budget usually does not leave anysgonthe purchase of research books or
textbooks. These books have been purchased, foy years, with the help of the Selim
and Rachel Benin School of Computer Science andhEagng. The library also receives a
budget for routine technical expenditures and sttsdeours.

Points of strength of the physical infrastructure @ library:

The main reading hall, with its special architeetfysrovides a pleasant, quiet atmosphere
for study and research. From its windows, one vié¢hes green lawns of the beautiful
Edmond J. Safra Campus, Givat Ram. The combinatidhe fields of computer science
and mathematics in a single library (while sepagaind defining each field) contributes
significantly to researchers in the field of conguscience, and maintains the historical
connection between them. The combined collectiso serves the needs of undergraduate
students who are required to study compulsory esurs Mathematics.

Points of weakness of the physical structure of lifary:

1. Lack of storage space: The collections in ma#i®ms and computer science have grown
and developed over the years. However, the libdidynot receive sufficient additional
space (or storage) for this growth. Some storagthénSafra campus has been offered
recently by the library authority and will be uded print computer science periodicals that
have online access.

2. The main entrance to the library is not easigeasible to wheelchairs. Access is
possible through the ground floor of the libraxyptrt of the library structure and services.

Additional information about the library is availalihrough the library's website:
http://www.math.huji.ac.il/~library
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3.6.5.2 Do the institution and the study program take stepsto enable the convenient
access of the students with special needs to theidt material and the different
facilities, e.g. classrooms, laboratories, libraryaf part of the programs takes place
on different campuses, how is equal opportunity ofaccess to the facilities and
equipment at the main campus ensured for all studee?

The Rothberg building and all its offices, laboras, and classrooms are fully accessible
to students with special needs. Access to therlibtzoused at the historical Manchester
building, is not as convenient, as the building haslevator. This problem is alleviated as
most services of the library are now available maliand most textbooks are also available
at the Harman library having better access foresttglwith special needs.

3.6.5.3 In summary, what are the points of strength and welness of the physical
infrastructure?

The Rothberg building is a new and spacious bugldamd is expected to support the needs
of the program and its growth for many years. I$ tlde most modern facilities in both
computers and networking, as well as physical gystike air-conditioning and lighting.
The program also uses excellent facilities in thwaG Ram Campus like libraries,
classrooms, and auditoria.

Diagram of 3rd floor of Rothberg Building. This tke entrance level from the west (top of diagram).

Auditorium (left) and cafeteria (center) are markadblue. The south (left) and central wings wig b
initially occupied. The shell of the north wingdhit) is completed, and is kept for future expansion

Diagrams of the building, a map of the institutionand a list of special equipment and
other relevant materials may be added to this seatn.



Chapter 4

Research

Due to the difference in character and research eifts of the various programs under evaluation, we
recommend that each institution handle this chapteas it sees fit in accordance with its stated migsi. *

4.1 What is the department's perception of research, ahwhat are the expected outcomes?

Computer Science is the modern language of Sciescecomputation lies at the heart of
understanding all physical and biological systeamsi computer science tools are geared to explain
all complex system interaction. Following our langdition of interdisciplinary research our goals
are to sharpen those tools, study their capalsiliird fundamental limitations, and apply this
knowledge, with an eye on long-term global-impastwidely as possible.

4.2 What are the department's special strengths and ugueness in research (areas, fields?).

The department has strong research groups in esdivange of areas, see list in section 3.5.1.2. In
many of these areas the group is considered oribeobest worldwide. The areas of particular
strength, where the group has both outstandingaépuo and influence via a significant number of
key people, include Theory of Computer Science, e Learning, Computer Vision and
Imaging, and Economics and Game Theoretic Computati
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1To this section, please attach the following informtion (if it does not appear in the section itself)

» A list of names of the staff members (senior and juor) according to research areas, specifying

the papers/publications of each staff member withitthe last five years.

» A list of seminars, conferences and workshops heldy the parent unit within the last five years.

» A list of research grants and other achievements:rgnts (competitive and non-competitive)
obtained by the staff members who teach in the par unit under evaluation during the last five
years.

A list of staff members who have won prizes/scholahips (please specify prizes/journals).

A list of staff members who serve on editorial boats of journals (please specify journals).

A list of chairs, research institutes, research cdres and research facilities established in the las
five yeas, including specialized laboratories.



Computer Science Faculty Detailed Research Areas
and Citation Record!
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! Citation graphs and Citations Since 2007 are presented only for faculty that have a personal Google Scholar web page.
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Seminars

The following Research Seminarmeet more or less regularly on a weekly basis. &eh
seminars serve as a platform for faculty, -doc's, guests and gradeatudents to get updat
about current developments in their a

* The Computer Science Colloqui

» The Gmputer Scienc Theory Seminar

» The Computer Vision Semir

e Quantum Reading Semir

* The Learning Club

* ComputerAided Surgery and Medical Image Procng Seminar
» Computer Graphics Semir

» Distributed Algorithms, Networking and Secure SyseSemine
» Computational Biology Semini- BioClub

* Computation and Economics Semi

* Multiagent SystemSemina

» Combinatorics Semin

Research Centers

The following list of research centers exemplifies the deep wemknt of our faculty i
interdisciplinary research.

Gottfried Wilhelm Leibniz Minerva Center of Computer Science

The goals of the Leibniz Center are to advancectssil applied research
all areas f Computer Science, and to promote dialogue betvi@emany
and Israel in this field. These are met by fundéxghange visits of Israe
and German scientists, sponsoring workshops and)@sim in researc
areas that are of interest to the Center's mes, granting fellowships t
doctoral students at the Hebrew University, andustiipn of specific
infrastructure necessary to support the researaghavhbers of the Leibn
Center.

Established in 1984, the Leibniz Center has growsyinergy with the Sclol of Computel
Science and Engineering. The Center’s focus isimaally adapted to support innovation &
research leadership in selected emerging resegpistin Computer Scient

All members of the department are members of thienie Centel
Website:http://leibniz.cs.huji.ac.i

The Center for the Study of Rationality
% Founded in 1991, the Hebrew University’s Centertfar Study of Rationality i
g"\g.o a unique venture in which faculty, students, aness join forces to explore tf

E]

rational basis of decisi-making. Coming from a broad sweep of departm
— mathematics, economics, psychology, biology, edmgcatomputer scienc
philosophy, business, statistics, and — its members apply game- theacdbols to examini
the processes by which individuals seeking the patihaximum benefit respond to r-world
situations where individuals with different goalsaract

CS Faculty Members: Michael B-Or, Nathan Linial, Noam Nisan

Other Relevant Facyit Jeff Rosenschein, Michael Sha)

Website:http://www.ratio.huji.ac.il




Interdisciplinary  Center for Neural Computation (ICNC)
Computational neuroscience is an ambitious reseaidictipline,
. reflecting a dep conviction among scientists world wide that: The

LY

interdiseminary Center 1IN €NIgMa is clearly beyond the frame of any mesearch field. (ii
for Neusal Computation 10 fathom the mysteries of the brain, we need toeldp a new
theoretical framework that will enable us to asateihe diffeent levels

of brain function -from molecules to neurons to networks to systents tanbehavior. (iii)
Understanding the multifaceted nature of the fumitig brain requires close collaborat
across experimental fields biology, medicine and cognitiv@sychology, in addition t
theoretical concepts and tools derived from physw@mputer science and mathemat
Philosophical questions are also fundamental t® ¢hideavor. Founded in 1992, the ICN(
one of the first of such centers; it is renowrhe world over for its scientific achievements
its unique Ph.D. program. It is source for pride fts members as well as the Hebr

University.

CS Faculty members: Amir Globerson, Yair Weiss, Itz Weinshall, and Naftali Tishl
Website: http://icnc.huji.ac.il/

The Edmond and Lily Safra Center for Brain Science

The recently established Edmond and Lily Safra €efar Brain Science
(ELSC) is building upon Hebrew University’s recoodl excellence an
innovation in its multidisciplinary approacto brain science. ELS
researchers focus on several broad areas of inquiciuding genes an
neurons, neural networks and plasticity, cognitiveeuroscience
computational neuroscience, and sensory and manatibns

At ELSC, teams of scientists areorking together to unravel the cau
relationships between genes, brain circuits, cagmitand behavior. ELSC provides
intellectual environment where interdisciplinarares of neuroscientists can take brain rese
to an entirely new level, advang scientific understanding of brain function and/eleping
effective new therapeutic er preventive— approaches to a spectrum of devastating |
disorders.

a

CS Faculty Members: Leo Joskowicz, Naftali TishBgir Weis:
Other Relevant Faculty: Amir Cberson, Daphna Weinshall
Website:http://elsc.huji.ac.il/

The Center for Quantum Information

Q I Quantum information is a vast research fi
by S C which touches fields such as Computer Scie
L Mathematics, Physics, Chemy and

Engineering. Over the last years, the distinct i-disciplinary aspect of this area has lead tc
creation of natural collaborations that cross tloeindaries between theses disciplines
renders them obscure. The Hebrew University of sidem has a unique ensemble of fi
guantum information researchers. Amongst these rasearchers with pioneering wo
renowned work in their respective fields, as isdent through winning highly competitiy
grants and prestige awards. This newly estatd research center is dedicated to quar
information research and for the development antunng of collaborations between differe
disciplines of science involving quantum informat

CS Faculty Members: Dorit Aharonov, Michael I-Or
Other RelevanFaculty: Daniel Lehman
Website:http://gcent.huji.ac.i




I-CORE: Israeli Center of ResearchExcellence in Algorithms

The Computer Science departments at the Hebrewetsily, at the
Weizmann Institute, and Tel-Aviv University were chosen 1
= establish one of the first Israeli Centers of Eberele. The mission ¢
EREE=EE the Center of Excellence in Algorithms is to cordfisundationa
research in algorithms design, and in many of ¢feted su-areas. One
of the nain contributions of the center will be absorbireywnbrilliant
faculty members, who will join its institutions Israel. In addition, th
center will play an important role in training ng®nerations of outstanding graduate studt
many of whom will ontinue to impact the Israeli industry, and willnbét from the researc
experience they would have gained in the centeg.drijanization of international meetings v
be an integral part of the center's activities, #mey will strengthen the leadi role of the
Israeli computer science resea

LI

CS Faculty Members: Aharonov Dorit, E-Or Michael, Dolev Danny, Hay David, Lini
Nathan, Nisan Noam, Rabani Yuval, Tishby Naftaliciviel Schapira, Weiss Y
Website:http://www.icorealgo.org.il,

Israel Science Foundation Research Center: Learningnd Inference in Rea-World

Large-Scale Graphical Model:

Recent technological advances have made tremeraoosints of dat
readily available in a wide range olsciplines. In the life sciences, h-
throughput technologies have revolutionized mokecbiology. On a ver
different vein, the Internet makes available tredwrs large corpora ¢
text and images. A key challenge of applied compstgence and machi
learning in particular is to develop algorithmsttiatomatically analyz
and organize such huge amounts of data. The fiélgrobabilistic
graphical models provides a principled frameworkmadel and understar
systems with a large number of varial. Graphical models have been successfully appliex
wide range of applications, including image underding, computational biology ai
communication engineering. Despite these succesigstthe massive size of problems aris
from real-world apptiations often makes it impossible to apply the péwenachinery of
graphical models. The goal pf this ISF center ofelence is to develop novel theory ¢
algorithms that will allow us to bridge this gam particular, our aim is to develop ni
inference, learning and model selection algorithms thidlt enable us to solve lar-scale
challenging problems in computer vision, computalo biology and computation
neuroscience. The center has started its operatio@ctober 2011, with a 4 year buc of
$1,322,000.

CS Faculty Members: Yair Weiss (PI), Nir Friedmamir Globerson, Shai Shal-Shwartz, and
Naftali Tishby.

A New Israel Science Foundation Research Center: Eeng the Challenge of Large
Unstructured Datasets: Images, Videos and 3D Mocs
Recent technological advances have made tremeratoosants of visue
g ™ * g and geometric data readily available. At the samme,temerging socii
s N patterns and a variety of large commerc-driven initiatives have alreac
= - resulted in huge corpora of ima¢ video, and 3d data on the Interr
EX !‘! ;9 Effectively coping with such volumes and diversifydata poses a varie
( N of computational challenges in the fields of imagecessing, comput:
vision, and computer graphics. Furthermore, thelabidity of such dea
opens a plethora of previously unexplored oppotiesifor novel applications in these are
The goal of this research center is to develop bmtvel low and hig-level algorithms fo

)
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analyzing and processing large amounts unstructured visual datas well as identifying
and exploring novel applications enabled by thelal#ity of this data.

During the first year of operation, starting OctoB812, the center will be funded by a rese:
grant of $325,000.

CS Principal Investigators: Dani Lhinski, Daphna Weinshall, Michael Werman, Raa
Fattal, Shmuel Peleg, and Amnon Sha:

Intel Collaborative Research Institute for Computaional Intelligence
The Intel Collaborative Research Institute for Catagional Intelligenct
will focus on machie learning and heterogeneous computer archite

|
j

;% _ & _ 5°% Machine learning is critical to transform huge vk of raw data (e.g
{ IS spatial a_nd tem_poral_ sensory data, online dynarmt_a,detc.) intc
| 4 _ computational intelligence.  Heterogeneous architect enable:

maintaining the required performance within accelgtgiower and are
constraints. The synergetic combination of new rmechlearning
algorithms and computer architecture that makeetladgorithms practical and efficient lays
foundation for many promisg and attractive usages together with the neddedware an
software. The vision for the IC-CI is to conduct longange exploratory research and deli
breakthroughs in architecture, algorithms, and @sagdels. By bringing together the top mi
in the fields of machine learning and computer &echire, and providing the funding a
collaborative environment needed to accelerate tlesiearch, we hope to create technolo
and capabilities for next generation intelligenvides that are effient, adaptive and alwe-
learning.

Hebrew University Principal Investigator: Naftalistiby

Other Relevant Faculty: Raanan FatAmir Globerson, Scott Kirkpatrick, Dani Lischins
Shmuel Peleg, Ari Rappoport, Jeff Rosenschein, AnBloashua, Shai Slev-Shwartz, Daphn
Weinshall, Yair Weiss, Michael Wermi

Website: https://www.inteliniversity-collaboration.net/?page_id=1748

4.3 Please list the leading journals in the field (inelding ranking, if possible).

Thelist is too long, and can be obtainedm external reources, including the web of scier
index. For ranking seéttp://core.edu.a, or Google Scholar’s impact pages.

4.4 What are the research funds (in $) of the institutn, faculty/school, evaluated unit/stdy program
in each of the last five years according to the sote of funding: competitive sources
(government/nongovernment), nor-competitive public funds, other noneompetitive funds (nor-
government), internal funds, donations?

Over the period 2002012 the Computer Science department was suppbstegsearch func
totalling $21.7 Million. Approximately $15 Million wer«obtainedfrom competitive sources ($9
International, $6M Israeli), and $6.7 Million canmfeom nor-competitive sources ($1.6
International. $5.6M Israelijzor comparison: the total research funds of thelfsaof Science (fo
the same peoid) totaled approximately $2:Million.

! When converting currencies, please note the exchange rate used.



Computer Science Research Funds Breakdown
International/Israeli,
Competitive/Noncompetitive

$6,000,000
4,000,000
s o -
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$0
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B Competitive - International B Competitive - Israeli

= Noncompetitive - International B Noncompetitive - Israeli

The breakdown according to the main research grgrggencies for the period appearing in the table
above:

Main Research Funds Sources
2007-2012

Horowitz Foundation
U.S. ARMY

Yad Hanadiv Foundation
USA Friends
HSFP

Mexico Friends
HP

Minerva

DARPA

NIH

Google

GIF B Competitive

Internal Funds
Magnet Program
BSF

Science Ministry
Defense Ministry
Yissum

ISF

EU

ERC

ISF

B Noncompetitive

0 2 4 6
Millions
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Computer Science Research Grants by Faculty
2007-2012

Alex Samorodnitsky
Ami Wisel

Amir Globerson
Amnon Barak
Amnon Shashua
Ari Rappoport
Catriel Beeri
Dahlia Malkhi
Dana Porrat

Dani Lischinski
Daniel Lehmann
Danny Dolev
Daphna Weinshall
David Hay

Dorit Aharonov
Dror Feitelson
Guy Kindler

Jeff Rosenschein
Leo Joskowicz
Michael Ben-Or
Michael Schapira
Michael Werman
Michel Bercovier
Naftali Tishby
Nathan Linial

Nir Friedman
Noam Nisan
Orna Kupferman
Raanan Fattal
Sara Cohen
Scott Kirkpatrick
Shai Shalev-Schwarts
Shmuel Peleg
Tommy Kaplan
Yair Bartal

Yair Weiss
Yehoshua Sagiv
Yoram Singer
Yuval Kochman
Yuval Rabani

m Competitive - International

m Competitive - Israeli

= Noncompetitive - International B Noncompetitive - Israeli

L
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]
I
I
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4.5 Please provide data on research students (mastergtee with thesis, doctoral degree): overa
number (internal/external), sources of funding, level of fundig, number of graduates (of the
university, faculty/school, parent unit/study program) in each of the last five yeal.

Histograms showing the numl of PhD and MSc students, wheo¢al numbers are list in
Section 3.4.1:

Number of Computer Science PhD
Graduates & Percent of Total
2007-2012
18
16
14
12
1(8) B PhD Graduates
6 M % of Total
4
2
0
2007 2008 2009 2010 2011 2012
Number of Computer Science Research MSc
Graduates & Percent of Total 2007-2011
35
30
25
20 H Graduating Research M5c
15 Mm% of Total Number of
10 Students in Research Track
5
0
2007 2008 2009 2010 2011

In the 2histograms above, the units take both roles oflatssaumbers (of students) and per.

Each year the department provides support for ab@uirst year M.Sc. students at a level
170200% standard M.Sc. fellcship along with a 40% Teaching Assistant positieach yea
the department supports altogether about 30 M.Gmlests and about 30 Ph.D. stude
providing each of them with approximately 40% stmddTeaching Assistant positions. T
main source, howevgefor graduate students support are researchwighips funded by th
faculty members' research gra
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Listing of Ph.D. graduates from the period 200720k given in the CD, folder
Huji_Alumni_1 7 2012.

4.6 Are faculty members required to serve as advisorsfeenior projects, theses and dissertations? Are
there criteria for assigning advisors to differentresearch projects?

Faculty routinely advise senior projects, studgoisuing M.Sc. degree in the research track, and
Ph.D. students. Graduate students are encouragedticipate in the department’s research
seminars where they are exposed to current resedidiudents are welcome to approach several
potential advisers before formally asking the apptof a faculty member to serve as their advisor.

4.7 Please provide a list of publications in the laste years (only by the teaching staff of the evalted
study program) according to refereed journals, book (originals or editions), professional journals,
conference proceedings, professional reports, etc.

See Faculty's CV in attached CD.

4.8 |s there a commercialization unit in the institution? Briefly describe its function: number of
patents registered and where have they been registel.

. Yissum Research Development Company of the Hebneiwelsity
YI Ssu m of Jerusalem Ltd. was founded in 1964 to protedt@mmercialize
' Technology Transfer the Hebrew University's intellectual property. Puots based on
/R : ~ Hebrew University technologies that have been coroialezed by

Yissum currently generate $2 Billion in annual saRanked among

the top technology transfer companies in the woflgsum has registered over 7,700 patents
covering 2,200 inventions; has licensed out 58Brtelogies and has spun out 74 companies.
Yissum’s business partners span the globe anddeduompanies such as Novartis, Microsoft,

Johnson & Johnson, Merck, Intel, Teva and many nfewefurther information please visit
Yissum’s web site at www.yissum.co.il.

Patents

During the years 2007-2012 Yissum has filed 123 Quer Science patent applications,
representing a total of 92 patent families. Thestends represent innovation originating from
research of Hebrew University faculty and gradsaselents.

Yissum - Computer Science
Yearly Patent Applications

2007-2012
40
30
20
10
: O E m B

2007 2008 2009 2010 2011 2012

B CS - Computer Vision B CS - Other ® CS - Machine Learning B CS - Data Bases




Industrial Transfer via Yissum

Yissum - Computer Science
Patents Applications by Country
2007-2012

mUsS B PCT M Israel B Europe M Korea M Brazil

China Australia ' Canada ®India Japan

During the past decade faculty at the Hebrew Usit)eerhave founded/-founded the
following companies.

BriefCam Ltd.
. BriefCam is an early stage s-up company, established to develop
BriefCam - : : L o
commercialize video synopsis, summarization andxird) technology. Th
initial technology of video synopsis was developédrhe Hebrew Universit
of Jerusalem, and is licensed by Briem.

CoolCite Ltd.

C I C. CoolCite is a CV based academic porialaims to support researcht
oolLite and allow the sharing of ideas while supportingatmrations witt

peers. Users can access updated and relevant atforrfor conducting innovative resear

HumanEyes Technologies, |.
_ HumanEyes introduces software products that erihbleimple
o » creation of panoramic 3D stereo images from orgipaotograph:
‘5“&_‘1 - captured by any sille still or video digital camera.
ST HumanEyes

Print Out of the Box




Mobileye Vision Technologies Ltd
MobilEye was incorporated for the purpose of depiglg and
W marketing advanced products in the surging markatitomatec
- on-board driver asstant systems. The company has develof
JTPoOErL E4E " number of proprietary algorithms and referencefptats that nee:
only a single video camera for ACC, lane depantuaening and collision mitigation. Multipl
cameras are not needed for depth of scene calin because MobilEye's algorithms use
advanced spatitemporal classification technique based on a naalhine learning approa
that trains the system with static and dynamicaligaformation

MUSICGENOME INC.

- = MusicGenome developed a system for identifying waldaste, based «
‘m UsIC  artificial intelligence. The analysis is done byngspersonal details and
b8 o ™ e personality questionnaire filled out by custom@&ise system enats music
sites, companies and stores to offer titles suddteir taste

SENSOTRADE LTD.

— . Sensotrade Ltd. is a Jerusa-based company focused on
computational design ofading strategies, that are marketed to finar
__o X1 investment firms. Sensotrade uses its proprietdormation analysi
TERRHIAATE TR T algorithms to identify market pricing anomalies\(gigs that are

overpriced or underpriced) and find the stratetpamaximize profis
when exploiting them.

ReadEasy Ltd.

ReadEasy Ltd. develops a V-enabled platform that enhances the reading experief
English text by embedding personalized and conédiytaorrect definitions. It offers it
solution as pay per use serv

Valensum Ltd.
Valensunis developing innovative technology that provi
(valensum solution for computer systems' un-performance. The produ
"* enables developers and software architects, td buyglowerft-
distributed applicatio that utilizes the computer's peripherals proassso an efficient an
integrative manner. The company's product proviggsnal exploitation of system
processors, efficient data flow and opening batéeks in real timi

4.9 Please describe the resarch infrastructure: research laboratories, speciized equipment, budget
for maintenance (level and sources of funding

We are blessed with an excellent and dedicate@rsygtoup. These technical staff members of
department, led by Daniel Brani are always eager to help with any task or challembis grouf
provides support for the computation and commurtnahfrastructure of the computer scier
department. Altogether they command sevthousandCPU cores (along with dozens of GPL
and fle servers that provide the main computenginefor the various research groups of
department. Most CPU cores are connected via a M@6dl so that unused computing power
always serve others on the grid.

Other specialized labs include:
+ Danna Porrat'$Videband Radio Communications Labora
* Leo Joskowicz'sComputer Aided Surgery and Medical Image Procedsatgrator
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* Nir Freidman’s Experimental Wet Lab athe Life Sciences building including a fully
automated robotic facility for high-throughput yepkenotyping.

4.10 Please list grants, honors, fellowships/scholargts, etc received by faculty (senior and junior).

The full list is given in the CD, folder Huji_Extrd_7 2012. It is summarized above in a compact
histogram in Section 4.4.

4.11 Please list cooperation activities by departmennembers both in Israel and abroad.

Without exception, all of our faculty members maintstrong professional ties with colleagues in
Israel and abroad. We travel to meetings, schaulscanferences and lecture on our work. We
meet with co-authors to work on joint projectsehmiational collaboration is essential to the sugces
of our research. In particular during the perio@2Q2 our faculty have secured, 19 USA-Israel
Binational Science Foundation (BSF) grants, 6 Gerlseaeli Foundation for Scientific Research
and Development (GIF) grants, 15 European Union) (@#dnts. All these represent active research
collaboration with colleagues abroad.

For further information about research collaboragiplease refer to the list of research centers
involving Computer Science faculty.

4.12 Please list the major consulting activities donby faculty.
4.13 What is the level of synergy between research singths and teaching needs at the various degree
levels?

The basic undergraduate courses, given at a high kgor and depth, prepare our students quite
well for advanced studies. Advanced courses andéhsesnare offered by the faculty in their
research area as part of the standard teachingResgarch seminars present recent research
results to students and faculty. Our successfuérgrdduate program in Computational Biology,
replacing the impossible to accomplish double mijdiife Sciences and Computer Science, was
among the first of its kind, and following our lesichilar programs have sprung up around the
world. Other interdisciplinary graduate progranféemed by the Interdisciplinary Center for Neural
Computation and by the Center for the Study of dReiity, present via their graduate courses other
unigue training opportunities for our students.

414 In summary, what are the points of strength and weleness of the research, and are you
satisfied with the research outcomes of your departent?

Research is very strong in the computer sciencarttepnt, with a number of outstanding groups
and individuals who are world renowned leader$eirtrespective fields. The main weakness is
the absence of some areas where we lack the esgartd therefore the ability to conduct high
quality research.

We are never satisfied as we always strive to ingarbarge and strong research groups should
work to keep their lead and diversify to exceluntifier aspects of their field. Smaller groups stioul
grow and increase their impact



69

Chapter 5

The Self-Evaluation Process, Summary and Conclusign

5.1. Please describe the way that the current Self-Eva#tion processwas conducted, including methods
used by the parent unit and the department/study pograms in its self-evaluation process, direct
and indirect participants in the process etc. Whatare your conclusions regarding the process and
its results?

In order to conduct the self evaluation, we havetpgether a committee, composed of most of the
senior faculty members in the school (see listudhars on first page), to do the relevant research
and write the self evaluation report. Each memldehe committee took charge of collecting the
data and writing a specific part of the reportedidy the administrators listed above, who provided
the data, some analysis and office support. Datatahe institute and the parent unit was provided
by the respective administrative units.

5.2. Describe the consolidation process of the Self-Evadtion Report, including its preparation and
final approval (including a description of the contibutions of staff members to the process).

The head of the study program compiled a firsttdvhthe evaluation report by merging the various
parts written by the committee members, and urngfgihthe report. Subsequently the document was
distributed to all the faculty members, includingmbers of the committee, and a second stage of
auditing and revision was conducted, supervise@ omare by the head of the study program. In this
second step all the faculty members became awatkeotontent of the report, the data and the
conclusions.

5.3. If a mechanism/structure has been decided upon fdhe future treatment of weaknesses that were
highlighted by the self-evaluation activity, pleasespecify it while referring to those within the
institution who would be responsible to follow up a this activity. Please refer to the question: how
do the institution and the parent unit intend to dal in the future with quality assessment and its
implementation?

The weaknesses, while being revealed in the praxfessiting the report, have been acknowledged
and brought to the attention of all the faculty nbems of the school. The curriculum committee will

carry most of the burden of addressing the wealse&sind in the study program. We intend to
deal with future evaluation processes in a similay to the way it was done this year.

5.4. Is the full Self-Evaluation Report accessible? Ifyes' - to whom it is accessible and to what extent?

The report is accessible to all faculty memberthefschool.



Chapter 6

Implementation of previous QA recommendations

If the evaluated department/study programs have bee reviewed in the past by a CHE evaluation
committee, please describe the main changes that neemade as a result of the recommendations, such as
strategic planning, mission and goals, curriculumfaculty, student body etc.

In this chapter we specify how the school has applie recommendations of the committee who eveduas
on 2006.

The comments of the committee and its recommenuatielude the following points:
1. Dissatisfaction from the way the self-evaluatizas done in the school.

As specified in our response to the previous repgetare used to self-evaluate ourselves regulendieed,
during the six years since the evaluation tookglae conducted quite a few discussions aboutdeot's
vision and development plans, following which weadocted several changes in the study programs@and o
recruitment policy. In addition, for this curremfort, we did our best to make a better job, asifspe in
Chapter 5.

2. A recommendation to pay attention to the devaleqt plans of the school from the Engineering pofnt
view.

Engineering is of great importance to us. We iregst lot of thinking and effort in the developmplans on
the engineering front. The last years have beeppesitive in this respect: the school recruitedetbent
researchers in areas on the border of engineenthg@nputer science (networks: Michael Shapiralzand
Hay), engineering areas that are in symbiosis eathputer science (signal processing and informatieory:
Ami Wiesel and Yuval Kochman), applied physics @ltievi, Yossi Paltiel, and Gilad Marcus), and bio-
engineering (Yaakov Nachmias). Beyond researchigsschool invests in infrastructure needed for the
development in engineering (see Section 3.6), andamstantly improve the study programs in enginger
In particular, more than a year ago we submitteitiédCHE a request to open an MSc program in
engineering.

3. Dissatisfaction from the high average gradenidengraduate and graduate courses.

Following the report and internal discussions,tdeehing committee of the school decided to fixobcy for
grading courses. As a rule, the expectation islieze an average grade of 85 in the mandatoryrgrattuate
courses. As can be seen in the histograms in $e®t84.3.1, the move led to some small decreadeesin
averages. Let us note that in the last year we g&thdo our great satisfaction, to increase the@eoce
threshold to some study programs in the schod;iove somewhat dumped our efforts to decreasgréues
average.

4. Dissatisfaction from the size of the tutoringups and the feedback to the students.
This, indeed bothering, situation is a direct oatecf the school's budget. As can be seen in thestdelow,
the school invests many resources in order to ingtloe situation, in both issues. Beyond the nurnb&As

and graders, we put emphasis on their traininguitiefor improving the teaching of the Hebrew Usisity
arranges a workshop for the TAs each year and mehtd and faculty that either need or ask for help.
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Academic year 2012

total no. | no. of
of ex student per
Course students | groups | group
1st DATA STRUCTURES
year 308 8 38.5
INTRODUCTION TO OBJECT ORIENTED
304 4 76
INTRODUCTION TO COMPUTER SCIENCE
338 8 42.25
2nd DIGITAL COMPUTERS ARCHTECTURE
year 214 4 53.5
COMPUTATIONAL MODELS, COMPUTABILITY AND
COMPLEXITY
245 4 61.25
OPERATING SYSTEMS
201 4 50.25
PROGRAMMING WORKSHOP IN C
73 3 24.33
PROGRAMMING WORKSHOP IN C++
78 3 26
ALGORITHMS
252 6 42
DATABASES
160 3 53.33
Ave 46.74
Academic year 2011
total no. | no. of
of ex student per
Course students | groups | group
1st DATA STRUCTURES
year 308 8 38.5
INTRODUCTION TO OBJECT ORIENTED
301 4 75.25
INTRODUCTION TO COMPUTER SCIENCE
340 8 42,5
2nd DIGITAL COMPUTERS ARCHTECTURE
year 236 4 59
COMPUTATIONAL MODELS, COMPUTABILITY AND
COMPLEXITY
230 4 57.5
OPERATING SYSTEMS
171 4 42.75
PROGRAMMING WORKSHOP IN C
106 3 35.33
PROGRAMMING WORKSHOP IN C++
120 3 40
ALGORITHMS
287 6 47.83
DATABASES
180 3 60
Ave 59.87
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Academic year 2010

total no. | no. of
of ex student per
Course students | groups | group
1st DATA STRUCTURES
year 346 8 43.25
INTRODUCTION TO OBJECT ORIENTED
350 4 87.5
INTRODUCTION TO COMPUTER SCIENCE
344 8 43
2nd DIGITAL COMPUTERS ARCHTECTURE
year 228 4 57
COMPUTATIONAL MODELS, COMPUTABILITY AND
COMPLEXITY
245 4 61.25
OPERATING SYSTEMS
188 4 47
PROGRAMMING WORKSHOP IN C
130 3 43.33
PROGRAMMING WORKSHOP IN C++
141 4 35.25
ALGORITHMS
280 5 56
DATABASES
202 3 67.33
Ave 54.09

5. Dissatisfaction from the time it takes to gradams.

In recent years there is a new policy in the FgafitScience according to which grades should Istgobat
most two weeks after the exam. In fact this lasingpthe policy has tightened even more — dowretodays.
The school's teachers respect this policy.

6. A recommendation to reduce student cheatingimdwork assignments

In the last couple of years we have been workitgnisively with the university authorities, and arficular
with the university disciplinary committee, in orde take measures against students suspecte@atimg in
homework assignments. Whenever this problem ocandswhen the suspicion is recurring (more than one
exercise, or a large project), the teacher filesraplaint against the suspected student(s). Subsdyga legal
disciplinary action is taken against the studend, @ hearing is held. If the student is found guite
punishment may include a year suspension, partioipan civil service duties, etc.

In the last year, for example, we have filed discgry complaints against 8 students in the electiourse
workshop from Nand to TetriMost of these students have signed a plea bargiaihreceived a punishment
that included (in some cases) suspension of thedadalegree. A similar complaint against 2 othedehts,
which is still being deliberated, has been filedthwy teacher of thgraphicscourse.

7. Dissatisfaction from the load and the subjemtigiht in the Infinitesimal Mathematics course.
Starting in 2008, the math department has beeningfa new Infi course ("Infi for Engineers") tredrves our
Engineering students, as well as students in irs@pdinary programs, and in particular studentthie

Computational Biology program. These students eplace the Infi 1+2 courses by the courses "math fo
physics students 1" + "Infi for Engineering".
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8. A recommendation to encourage excellence withMSc students.

In addition to an upgrade to the MSc program, aetetl two years ago with two initiatives: a semiiar
excellent students in their last undergraduate (@dy the top 15-20 students are invited to thaisar,
during which they hear form faculty members abbetrtresearch) and excellence fellowships to togMS
students. These acts turn out to be fruitful: waaged to increase the acceptance threshold to e M
program. In particular, during the years 2009, 2846 2011 joined the MSc program 40, 45 and 59%sifisdl
respectively, with an average BSc grade above 85.

9. A recommendation to encourage joint appointroéféculty members.

Two faculty members in the school (Nir Friedman &aécov Nachmias) moved in the last years to d join
position with the Life Science Institute. Additidmasearchers from the school are members of
interdisciplinary centers in the university: Naifféishby, Yair Weiss, Amir Globerson, Noam Nisargfdbna
Weinshall (members in the Brain, ICNC or the Ratidy centers). In addition, faculty members frother
departments have on-going activity in the schamliuding joint teaching and supervision (Gal Elideom
Statistics, Michal Feldman from Business Manageirerd quite many faculty members from the math
department).

10. A recommendation to improve the teaching level.

As mentioned above the Hebrew University foundeaitfor the improvement of teaching, and we are
grateful for its help. In addition to annual worksls for all the TAs, faculty members that receas teaching
evaluations are requested to participate in a vikkgor improved teaching.

11. A recommendation to follow up our alumni anélitlintegration in the industry.

We are in touch with most of our alumni. Some @thcontinue to graduate studies and some excegin t
High-Tech industry. A partial list can be foundtive appended table on the CD, in folder
Huji_Alumni_1 7 2012. In addition, we are working improving the connection with our alumni, see
http://www.alum.cs.huji.ac.il/about

http://alumni.huji.ac.il/
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(* These appendices will appear in the bodgf the report)

Framework of studysingle track/ double track/ other

Chapter 7 — Appendices

7.1 - The Study Program - Table no. 1

Academic Year of Evaluation - (2011-12)

Remove duplication of courses in the list belovwngsn option of year 2-3

Computer Science — BSc

Teaching Staff

Dept.)

Year in Course Type No. Prerequisites | Weekly Weekly Weekly No.
Name of staff member Employmen|
Program Semester Course Title (oblig./elective/ of for Teaching | Exercise | Laboratory of Degree
seminar/othe Credite Admissior Hloure Houre Lo Studont
1 INTRODUCTION TO Obligatory 7 4 2 1 336 Danny Lischinski Prof.
1 COMPUTER Noam Nisan Prof.
SCIENCE
1 INFORMATION & Obligatory 0 0 0 0 170
LIBRARY
RESOURCES FOR
COMPUTER SCI
1 INFINITESIMAL Obligatory 7 5 2 0 260 Itamar Zvik (Math. Dept.)
CALCULUS (1) Yoram Last (Math. Dept.) Prof.
1 LINEAR ALGEBRA Obligatory 6 5 2 0 290 llya Rips (Math. Dept.) Prof.
1) Evgeny Strachov Prof.
1 DISCRETE Obligatory 4 3 1 0 286 Ehud FriedgiMath. Dept.) Prof.
MATHEMATICS Menachem Magidor (Math. Prof.
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DATA STRUCTURES Obligatory 3 Introduction to 2 1 0 271 Alex Samorodnitsky Prof.

computer
Science
LINEAR ALGEBRA Obligatory 6 Linear Algebra| 5 2 0 311 Zlil Sela (Math. Dept.) Prof.
@ (€]

INTRODUCTION TO Obligatory 4 2 2 279 Roy Schwartz Teaching
OBJECT ORIENTED assistant
INFINITESIMAL Obligatory 7 Infinitesimal 5 2 0 280 Noam Berger (Math. Dept.) Prof.

CALCULUS (2) Calculus (1) Dan Mangoubi(Math. Dept.) Dr.
INTRODUCTION TO Obligatory 5 Infinitesimal 4 1 0 161 Gal Elidan Dr.
PROBABILITY AND Calculus (1) Pavel Chignaski Dr.

STAT FOR CS Linear Algebra

(€]
Infinitesimal
Calculus (2)
Discrete

Mathematics

PROGRAMMING Obligatory 2* Data Structure: 3 1 0 71 Gilad Freadm Ph.D
WORKSHOP IN C

PROGRAMMING Obligatory 2* Programming 3 1 0 77 Gilad Freedman Ph.D
WORKSHOP IN C++ workshop in C
ALGORITHMS Obligatory 5 Data Structures 3 2 0 250 Yuval Rabani Prof.
Introduction to
Probability
Stat. for CS

Linear Algebra

@)

DATABASES Obligatory 5 Data Structures 3 1 1 159 Yehoshua Sagiv Prof.
Sara Cohen Prof.
MATHEMATICAL Obligatory 4 Linear Algebra| 3 1 0 144 Eliyahu RipgMath. Dept.) Prof.

LOGIC (1)




INTRODUCTION TO
MACHINE
LEARNING**

Elective

Algorithms
Data Structures|
Introduction to

Probability

Stat. for CS

70

Shai Shwartz

Dr.

DIGITAL NETWORK
IN MODERN TIME**

Elective

Algorithms

93

David Hay

Dr.

INTRODUCTION TO
ARTIFICIAL
INTELLIGENCE**

Elective

78

Jeff Rosenschein

Prof.

COMPUTER CONS.
WORKSHOP: FROM
NAND TO TETRIS**

Elective

154

Uri Heinemann

INTERNET
TECHNOLOGIES***

Elective

120

Ohad Assulin

M.Sc

COMPUTER
GRAPHICS***

Elective

Programming
workshop in

C++

33

Raanan Fattal

Dr.

IMAGE
PROCESSING***

Elective

73

Shmuel Peleg

Prof.

COMPUTER CONS.
WORKSHOP: FROM
NAND TO
TETRIS***

Elective

154

Uri Heinemann

INTRODUCTION TO
INFORMATION AND
LEARNING
PROCESS***

Elective

12

Amir Globerson

Dr.

GAME THEORY
(1)**7\'

Elective

Infinitesimal
Calculus (1)
Linear Algebra

(€

53

Abraham Neyman

Prof.

76




DIGITAL Obligatory Introduction to 2 207 Ohad Falik M.Sc
COMPUTERS computer
ARCHTECTURE Science
COMPUTATIONAL Obligatory Algorithms 2 219 Guy Kindelr Dr.
MODELS,
COMPUTABILITY
AND COMPLEXI
OPERATING Obligatory Programming 2 204 Dan Dolev Prof.
SYSTEMS workshop in C
INTRODUCTION TO Elective Linear Algebra| 0 18 Raanan Fattal Dr.
NUMERICAL 1)
COMPUTING** Infinitesimal
Calculus (2)
INTRODUCTION TO Elective Introduction to 1 11 Yaacov Ritov Prof.
PROBABILITY AND Probability
STAT FOR CS B*** Stat. for CS
INTRODUCTION TO Elective 2 49 Naftali Tishbi Prof.
LINEAR
SYSTEMS***
COMPUTATIONAL Elective Image 2 23 Michael Werman Prof.
PHOTOGRAPHY*** Processing Every 2
weeks Dani Lischinski Prof.
Shmuel Peleg Prof.
DATA ON THE Elective Databases 0 67 Sara Cohen Prof.
WEB***
MATHEMATICAL Elective Mathematical 1 25 Ehud HrushovskMath. Dept.) Prof.
LOGIC (2)*** Logic
GAME THEORY Elective Game Theory 1 16 Abraham Neyman (Math. Dept. Prof.
(2= (€]
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INTRODUCTION TO
MACHINE
LEARNING**

Elective

Algorithms
Data Structures|
Introduction to

Probability

Stat. for CS

70

Shai Shwartz

Dr.

DIGITAL NETWORK
IN MODERN TIME**

Elective

Algorithms

93

David Hay

Dr.

INTRODUCTION TO
ARTIFICIAL
INTELLIGENCE**

Elective

78

Jeff Rosenschein

Prof.

COMPUTER CONS.
WORKSHOP: FROM
NAND TO TETRIS**

Elective

154

Uri Heinemann

TEXT MINING FOR
BUSINESS
APPLICATIONS***

Elective

17

Ronen Feldman (School of

Buisnes administration)

Prof.

HI-TECH
ENTREPRENEURSHI
P (1)***

Elective

42

Ari Rappoport

Prof.

DISTRIBUTED
ALGORITHMS***

Elective

Algorithms

21

Dan Dolev

Prof.

TUTORIAL
WORK***

Elective

Chosen by student

TUTORIAL
WORK***

Elective

Chosen by student

TUTORIAL
WORK***

Elective

Chosen by student

COMPUTER AIDED
GEOMETRY DESIGN
AND MODELING***

Elective

Computer
Graphics OR
Introduction to

Numerical

Computing

Michel Bercovier

Prof.
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CRYPTO-
GRAPHY**

Elective

Michael Ben-Or

Prof.

ADVANCED TOPICS
IN
COMMUNICATION
NETWORKS***

Elective

21

David Hay

Dr.

INTERNET
TECHNOLOGIES***

Elective

120

Ohad Assulin

M.Sc

INTRO TO DIGITAL
SIGNAL
PROCESSING***

Elective

Introduction to

Linear Systems

67

Yair Weiss

Prof.

INTRODUCTION TO
MACHINE
LEARNING**

Elective

Algorithms
Data Structures|
Introduction to

Probability

Stat. for CS

70

Shai Shwartz

Dr.

STATISTICAL
SIGNAL
PROCESSING***

Elective

Ami Wiesel

Dr.

DIGITAL NETWORK
IN MODERN
TIME***

Elective

Algorithms

93

David Hay

Dr.

INTRODUCTION TO
QUANTUM
COMPUTATION***

Elective

Algorithms

10

Michael Ben-Or

Prof.

COMPUTATIONAL
GEOMETRY™***

Elective

Data Structure:

12

Leo Joskowicz

Prof.

HIGH-
PERFORMANCE
COMPUTING ON

GPUS*

Elective

17

Amnon Barak

Prof.
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COMPUTER
GRAPHICS***

Elective

Programming
workshop in

C++

33

Raanan Fattal

Dr.

STUDENTS
SEMINAR THEORY
OF COMPUTER
SCIENCE***

Elective

Guy Kindelr

Dr.

VISUALAIZATION
AND SONIFICATION
ZATION AND
SONIFICATION***

Elective

Michael Fink

Amir Globerson

Dr.

Dr.

PROBABILISTIC
METHODS IN
ARTIFICAL
INTELLIGENCE***

Elective

Introduction to
Probability
Stat. for CS

21

Amir Globerson

Gal Elidan

Dr.

Dr.

THE
PROBABILISTIC
METHOD***

Elective

24

Alex Samorodnitsky

Prof.

IMAGE
PROCESSING***

Elective

73

Shmuel Peleg

Prof.

INTRODUCTION TO
ARTIFICIAL
INTELLIGENCE**

Elective

78

Jeff Rosenschein

Prof.

INTRODUCTION TO
THEORETICAL
COMPUTER
SCIENCE***

Elective

18

Guy Kindelr

Dr.

FORMAL
VERIFICATION OF
REACTIVE
SYSTEMS***

Elective

17

Orna Kupferman

Prof.

80




COMPUTER CONS. Elective 154 Uri Heinemann Ph.D
WORKSHOP: FROM
NAND TO
TETRIS**
INTRODUCTION TO Elective 17 Yaron Inger M.Sc
SOFTWARE AND
SYSTEMS Ohad Fried M.Sc
SECURITY***
THEORY OF Elective Theory of 11 Haim Sompolinsky Prof.
NEURAL Neural
NETWORKS 2*** Networks 1
INTRODUCTION TO Elective 12 Amir Globerson Dr.
INFORMATION AND
LEARNING
PROCESS***
DYNAMIC Elective 24 Naftali Tishbi Prof.
SYSTEMS AND
CONTROL***
EQUATIONS OF Elective Mechanics and 118 Baruch Meirson (Math Dept.) Prof.
MATHEMATICAL Special
PHYSICS*** Relativity
OR
Electricity and
Magnetism
LINEAR Elective Linear Algebra| 12 Itamar Cwik M.Sc
GEOMETRY*** )
GAME THEORY Elective Infinitesimal 53 Abraham Neyman (Math. Dept.) Prof.
(1)** Calculus (2)

Linear Algebra

(@)
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NUMBER Elective 6 Michael Temkin (Math. Dept. oPr
THEORY***
MODEL THEORY Elective Logic of 7 Saharon Shelah (Math. Dept. Prof.
(1)** Mathematical
Structures
Set Theory
HOMOMORPHISMS Elective 15 Micha A. Perles (Math. Dept)) Prof.
OF GRAPHS***
TOPICS IN Elective 11 Matania Ben-Artzi (Math. Dgpt. Prof.
CLASSICAL
MECANICS***
HARMONIC Elective 9 Matania Ben-Artzi (Math. Dept. Prof.
ANALYSIS***
CODING Elective Algebraic 4 Alex Lubotzky (Math. Dept.) Prof.
THEORY*** Structures (1)
Algebraic
Structures (2)
RAMSEY Elective 11 Ehud Friedgut (Math. Dept. ofPr
THEORY***
INTRODUCTION TO Elective Linear Algebra| 18 Raanan Fatal Dr.
NUMERICAL (1)
COMPUTING** Infinitesimal
Calculus (2)
HI-TECH Elective Hi-Tech 20 Ari Rappoport Prof.
ENTREPRENEUR- Entrepreneur-
SHIP (2) ship (1)
INTRODUCTION TO Elective Introduction to 51 Michael Ben-Or Prof.
INFORMATION Probability
THEORY*** Stat. for CS
INTRODUCTION TO Elective Linear Algebra| 18 Raanan Fatal Dr.

NUMERICAL
COMPUTING**

(1)
Infinitesimal
Calculus (2)

82




ADVANCED TOPICS Elective Introduction to 5 Amir Globerson Dr.
IN MACHINE Machine Yair Weiss Prof.
LEARNING (2)*** Learning Shai Shwartz Dr.
STUDENTS Elective 5 Guy Kindelr Dr.
SEMINAR THEORY
OF COMPUTER
SCIENCE***
POST PC Elective 50 Amnon Dekel Dr.
COMPUTING:
HUMAN-CENTRIC
MOBILE
COMPUTING***
REAL TIME Elective Operating 105 Tal Pasternak Dr.
SYSTEMS*** Systems
ADVANCED Elective Introduction to 11 Shai Shwartz Dr.
COURSE IN Machine
MACHINE Learning
LEARNING*** Introduction to
Information
and Learning
Process
ISSUES ON BORDER| Elective 65 Noam Nisan Prof.
OF ECONOMICS &
COMPUTATION***
MATHEMATICAL Elective Algorithms 37 Meir Reshef Ph.D
FOUNDATIONS OF Computational
ARTIFICIAL Models,
INTELLIGE*** Computability
and
Complexity
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MEDICAL IMAGE Elective Computer 1 13 Leo Joskowicz Prof.
PROCESSING*** Graphics
OR
Image
Processing
THEORETICAL Elective Databases 1 23 Yeoshua Sagiv Prof.
FUNDAMENTALS
OF DATABASES***
INTRODUCTION TO Elective 0 67 Jeff Rosenschein Prof.
MULTIAGENT
SYSTEMS***
CONVEX Elective 1 8 Ami Wiesel Dr.
OPTIMIZATION
AND
APPLICATIONS***
COMPUTATIONAL Elective Image 2 23 Michael Werman Prof.
PHOTOGRAPHY*** Processing Every 2
weeks Dani Lischinski Prof.
Shmuel Peleg Prof.
ADVANCE COURSE Elective Programming 1 42 Omer Levi M.Sc
IN EMBEDDED workshop in C
SYSTEMS*** Operating
Systems
Digital
Computer
Architecture
DATA ON THE Elective Databases 0 67 Sara Cohen Prof.
WEB***
EXPERIMENTAL Elective 0 9 Michael Werman Prof.
MATHEMATICS***
ADVANCED Elective 0 26 Yair Bartel Prof.

ALGORITHMS***
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TOPICS IN Elective Algorithms 19 Yuval Rabani Prof.
DISCRETE
OPTIMIZATION***
THEORY OF Elective 22 Hanoch Gutfreund Prof.
NEURAL
NETWORKS 1*+*
HUMAN VISION: A Elective 85 Yair Weiss Prof.
COMPUTATIONAL
APROACH***
INTRODUCTION TO Elective 16 Asida ShimdPhsysics) Prof.
PHYSICS WITH
COMPUTER***
PROBABILITY Elective Probability 7 Yuri Kifer (Math. Dept.) Prof.
THEORY (2)*** Theory (1)
Measure
Theory
MATHEMATICAL Elective Mathematical 25 Ehud Hrushovski (Math. Dept)) Prof.
LOGIC (2)*** Logic (1)
OR
Logic of
Mathematical
Structures
GAME THEORY Elective Game Theory 16 Abraham Neyman (Math.Dept}) Prof.
(2= (€
COMBINATO- Elective Discrete 22 Gil Kalai (Math. Dept) Prof.
RICS*** Mathematics
TOPICS IN Elective 8 Nati Linial Prof.
ADVANCED
COMBINATO-
RICS***
TUTORIAL Elective 0 Chosen by student
WORK™***
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Mathematics

TUTORIAL Elective 0 Chosen by student
WORK***
TUTORIAL Elective 0 Chosen by student
WORK***

GRAPH THEORY*** Elective Discrete 47

Ehud Friedgut (Math. Dept.)

Prof.

* Courses 67316 and 67317 are half semester courses

** Elective Courses. 1 course from those coursesishbe chosen (for students who take ComputenSeias majoring)

*** Elective Courses to complete credits for ComgruBcience
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Framework of studysingle track/ double track/ other

Computer Science - MSc

Year in

Program

Semester

Course Title

Course Type

(oblig./elective/

o

MATHEMATICAL
TOOLS IN
COMPUTER
SCIENCE

Obligatory

No.

of

Prerequisites

for

Croditc Adissigr

Weekly
Teaching
Lalire

Weekly
Exercise
W'n 1rc

Weekly
Laboratory
Halire

No.
of
Stdant

Teaching Staff

Name of staff member

Employmen|

Degree

3

1

46

Nati Linial

Prof.

annual

DEPARTMENTAL
COLLOQUIUM -
COMPUTER
SCIENCE

Obligatory

59

David Hay

Dr.

FINAL M.SC
EXAMINATION

Obligatory

Th

e student must chose 1 Laboratory on his® or 2™ year

annual

DEVELOPMENT OF
INTERNET
SOFTWARE LAB*

Elective

0

0

5

Ari Rappoport

Prof.

annual

IMAGE
PROCESSING -
LAB.*

Elective

Michael Werman

Prof.

annual

LABORATORY IN
MEDICAL IMAGE
PROCESSING AND

ITS A*

Elective

Leo Joskowicz

Prof.

annual

LAB IN
APPLICATION OF
COMPUTER

Elective

Dorit Aharonov

Prof.

Michael Ben-Or

Prof.

Yair Bartal

Prof.

87



THEORY* Nati Linial Prof.
Alex Samorodnitsky Prof.
Orna Kupferman Prof.
Guy Kindler Dr.
Yuval Rabani Prof.
Eli Shamir Prof.
annual LAB. IN MODERN Elective Sara Cohen Prof.
DATABASES*
annual Lab. in CS education Elective oafd Nissan Prof.
annual COMPUTATIONAL Elective Ari Rappoport Prof.
ASPECTS OF APPL.
LINGUISTICS —-LAB*
annual COMPUTER VISION Elective Shmuel Peleg Prof.
- LAB* Daphna Weinshall Prof.
Yair Weiss Prof.
annual COMPUTER Elective Danny Dolev Prof.
COMMUNICATION
AND NETWORKING David Hay or.
LAB*
annual DISTRIBUTED Elective Amnon Barak Prof.
OPERATING
SYSTEMS - LAB*
annual CAD/CAM — LAB* Elective MichelelBcovier Prof.
annual AVAILABILITY Elective Danny Dolev Prof.
AND RELIABILITY
OF DISTR. SYST —
LAB*
annual LAB IN ECONOMIC Elective Noam Nissan Prof.

CONSIDERATION IN
COMPUTATION*
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annual LAB IN EMBEDDED Elective 0 0 5 Scott Kirkpatrick Prof.
SYSTEMS*
annual LABORATORY IN Elective 0 0 5 Jeff Rosenchein Prof.
ARTIFICAL
INTELLIGENCE*
annual SIGNAL Elective 0 0 5 Ami Wiesel Dr.
PROCESSING AND
OPTIMIZATION —
LAB*
annual DATABASE AND Elective 0 0 5 Yehoshua Sagiv Prof.
THE INTERNET —
LAB*
annual COMPUTER Elective 0 0 5 Dani Lischinski Prof.
GRPHICS LAB.* Raanan Fattal Dr.
annual STATISTICAL & Elective 0 0 5 Shai Shalev-Schwartz Dr.
COMPUTATIONAL Amir Globerson Dr.
LEARNING LAB*.
Yair Weiss Prof.
annual LAB IN Elective 0 0 5 Naftali Tishby Prof.
COMPUTATIONAL
NEUROSCIENCE
AND LEARNING*
The student must chose 1 Seminion his # or 2™ year
1 COMPUTER VISION Elective 0 0 2 Michael Werman Prof.
SEMINAR**
2 ADVANCED Elective 0 0 2 Jeff Rosenchein Prof.
SEMINAR IN A.I**
1 ADVANCED TOPICS Elective 0 0 2 Naftali Tishby Prof.
IN MACHINE Shai Shalev-Schwartz Dr.
LEARNING™* Amir Globerson Dr.
Yair Weiss Prof.
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ADVANCED TOPICS Elective 5 Shai Shalev-Schwartz Dr.
IN MACHINE Amir Globerson Dr.
LEARNING 2**
Yair Weiss Prof.
STUDENTS Elective 1 Guy Kindler Dr.
SEMINAR THEORY
OF COMPUTER
SCIENCE (FAL**
STUDENTS Elective 5 Guy Kindler Dr.
SEMINAR THEORY
OF COMPUTER
SCIENCE (SPR**
SEMINAR IN Elective 22 Ari Rappoport Prof.
COMPUTATIONAL
LINGUISTICS**
ADVANCED Elective 0 Dani Lischinski Prof.
SEMINAR IN
COMPUTER Raanan Fattal Dr.
GRAPHICS &
COMPUTAT**
READING SEMINAR Elective 1 Dorit Aharonov Prof.
IN THEORY**
ADVANCED TOPICS Elective 2 Shmuel Peleg Prof.
IN COMPUTER
VISION* Daphna Weinshall Prof.
GEOMETRIC Elective 2 Dani Lischinski Prof.
MODELING AND
COMPUTATIONAL
GRAPHIC — S* Raanan Fattal Dr.
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1+2

DISTRIBUTED
ALGORITHMS,
NETWORKING AND
SECURITY**

Elective

Danny Dolev

Prof.

SEMINAR IN
ADVANCED
MEDICAL IMAGE
PROCESSING AN**

Elective

Leo Joskowicz

Prof.

SEMINAR ON
DATABASE & THE
INTERNET**

Elective

12

Yehoshua Sagiv

Prof.

Sara Cohen

Prof.

TEXT MINING FOR
BUSINESS
APPLICATIONS***

Elective

17

Ronen Feldman

Prof.

HI-TECH
ENTREPRENEURSHI
P (1)***

Elective

42

Ari Rappoport

Prof.

DISTRIBUTED
ALGORITHMS***

Elective

Algorithms

21

Dan Dolev

Prof.

COMPUTER AIDED
GEOMETRY DESIGN
AND MODELING***

Elective

Computer
Graphics OR
Introduction to

Numerical

Computing

Michel Bercovier

Prof.

CRYPTO-
GRAPHY**

Elective

Michael Ben-Or

Prof.

ADVANCED TOPICS
IN
COMMUNICATION
NETWORKS***

Elective

21

David Hay

Dr.
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ADVANCED Elective 20 Max Nigri B.Sc
DIGITAL CIRCUITS
(VHDL)***
INTERNET Elective 120 Ohad Assulin M.Sc
TECHNOLOGIES***
INTRODUCTION TO Elective Algorithms 70 Shai Shwartz Dr.
MACHINE Data Structures|
LEARNING** Introduction to
Probability
Stat. for CS
STATISTICAL Elective 5 Ami Wiesel Dr.
SIGNAL
PROCESSING***
DIGITAL NETWORK Elective Algorithms 93 David Hay Dr.
IN MODERN
TIME***
INTRODUCTION TO Elective Algorithms 10 Michael Ben-Or Prof.
QUANTUM
COMPUTATION®***
COMPUTATIONAL Elective Data Structure 12 Leo Joskowicz Prof.
GEOMETRY***
HIGH- Elective 17 Amnon Barak Prof.
PERFORMANCE
COMPUTING ON
GPUS**
COMPUTER Elective Programming 33 Raanan Fattal Dr.
GRAPHICS*** workshop in
C++
SIGNALS IN Elective Introduction to 68 Kalet Yitzchak Dr.
COMMUNICATION Linear Systems
SYSTEMS*** Random
Signals &
Variables
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ADVANCED
SEMINAR IN
COMPUTER
GRAPHICS &
COMPUTAT***

Elective

Dani Lischinski

Raanan Fattal

Prof.

Dr.

GEOMETRIC
METHODS IN THE
THEORY OF
ALGORITHMS

Elective

Yair Bartal

Prof.

TOPICS IN
COMMUNICATIONS

F*kk

Elective

18

Kalet Yitzchak

Dr.

PROBABILISTIC
METHODS IN
ARTIFICAL
INTELLIGENCE***

Elective

Introduction to
Probability
Stat. for CS

21

Amir Globerson

Dr.

Gal Elidan

Dr.

THE
PROBABILISTIC
METHOD***

Elective

24

Alex Samorodnizky

Prof.

IMAGE
PROCESSING***

Elective

73

Shmuel Peleg

Prof.

HIGH-

PERFORMANCE

COMPUTING ON
GPUS**

Elective

17

Amnon Barak

Prof

COMPUTER
GRAPHICS***

Elective

Programming
workshop in

C++

33

Raanan Fattal

Dr.




SIGNALS IN
COMMUNICATION
SYSTEMS***

Elective

Introduction to
Linear Systems
Random
Signals &
Variables

68

Kalet Yitzchak

Dr.

ADVANCED
SEMINAR IN
COMPUTER
GRAPHICS &
COMPUTAT***

Elective

Dani Lischinski

Prof.

Raanan Fattal

Dr.

GEOMETRIC
METHODS IN THE
THEORY OF
ALGORITHMS

Elective

Yair Bartal

Prof.

TOPICS IN
COMMUNICATIONS

F*kk

Elective

18

Kalet Yitzchak

Dr.

PROBABILISTIC
METHODS IN
ARTIFICAL
INTELLIGENCE***

Elective

Introduction to
Probability
Stat. for CS

21

Amir Globerson

Dr.

Gal Elidan

Dr.

THE
PROBABILISTIC
METHOD**

Elective

24

Alex Samorodnizky

Prof.

IMAGE
PROCESSING***

Elective

73

Shmuel Peleg

Prof.

RESEARCH
SEMINAR IN
FOUNDACION OF
CS***

Elective

0

Seminar

Michael Ben-Or

Prof.

Eli Shamir

Prof.
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Dorit Aharonov Prof.
Nati Linial Prof.
Noam Nisan Prof.
Yair Bartal Prof.
Yuval Rabani Prof.
Alex Samorodnizky Prof.
INTRODUCTION TO Elective 78 Jeff Rosenschein Prof.
ARTIFICIAL
INTELLIGENCE**
INTRODUCTION TO Elective 18 Guy Kindelr Dr.
THEORETICAL
COMPUTER
SCIENCE***
FORMAL Elective 17 Orna Kupferman Prof.
VERIFICATION OF
REACTIVE
SYSTEMS***
COMPUTER CONS. Elective 154 Uri Heinemann Ph.D
WORKSHOP: FROM
NAND TO
TETRIS***
INTRODUCTION TO Elective 17 Yaron Inger M.Sc
SOFTWARE AND
SYSTEMS M.Sc

SECURITY***

Ohad Fried




THEORY OF Elective Theory of 11 Haim Sompolinsky Prof.
NEURAL Neural
NETWORKS 2*+* Networks 1
INTRODUCTION TO Elective 12 Amir Globerson Dr.
INFORMATION AND
LEARNING
PROCESS***
GAME THEORY Elective Infinitesimal 53 Abraham Neyman Prof.
(1)** Calculus (2)
Linear Algebra
@
CODING Elective Algebraic 4 Alex Lubotzky Prof.
THEORY*** Structures (1)
Algebraic
Structures (2)
HI-TECH Elective Hi-Tech 20 Ari Rappoport Prof.
ENTREPRENEUR- Entrepreneur-
SHIP (2) ship (1)
INTRODUCTION TO Elective Introduction to 51 Michael Ben-Or Prof.
INFORMATION Probability
THEORY*** Stat. for CS
INTRODUCTION TO Elective Linear Algebral 18 Raanan Fatal Dr.
NUMERICAL 1)
COMPUTING** Infinitesimal
Calculus (2)
ADVANCED TOPICS Elective Introduction to 4 Naftali Tishbi Prof.
IN MACHINE Machine
LEARNING (1)*** Learning
Yair Weiss Dr.
Amir Globerson Dr
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Shai Shwartz Dr
ADVANCED TOPICS Elective Introduction to 5 Amir Globerson Dr.
IN MACHINE Machine
LEARNING (2)*** Learning Yair Weiss Prof.
Shai Shwartz Dr.
POST PC Elective 50 Amnon Dekel Dr.
COMPUTING:
HUMAN-CENTRIC
MOBILE
COMPUTING***
REAL TIME Elective Operating 105 Tal Pasternak Dr.
SYSTEMS*** Systems
SEMINAR IN Elective 22 Ari Rappoport Prof.
COMPUTATIONAL
LINGUISTICS***
ISSUES ON BORDER Elective 65 Noam Nisan Prof.
OF ECONOMICS &
COMPUTATION***
MATHEMATICAL Elective Algorithms 37 Meir Reshef Ph.D
FOUNDATIONS OF Computational
ARTIFICIAL Models,
INTELLIGE*** Computability
and Complexi
MEDICAL IMAGE Elective Computer 13 Leo Joskowicz Prof.
PROCESSING*** Graphics
OR
Image
Processing
MODERN CONTROL Elective Introduction to 2 Evgeni Perelroyzen Dr.

SYSTEMS***

Linear Systems
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THEORETICAL Elective Databases 23 Yeoshua Sagiv Prof.
FUNDAMENTALS
OF DATABASES***
INTRODUCTION TO Elective 67 Jeff Rosenschein Prof.

MULTIAGENT
SYSTEMS***

* Elective lab course. 1 lab from those coursesighbe chosen.

** Elective Seminars. 1 seminar from those semishiuld be chosen.

*** Elective Courses to complete credits for ComgruBcience M.Sc
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7.2 - Teaching Staff — Tables no. 2A-2D

Academic Year of Evaluation - (2011-12)

Table 2A

Senior Academic Staff Employed

Part of Full time | Part of Full | Additional Employment Courses taught by the staff member No. of Students
Name of Staff Member Employment Positionin the Time (outside the institution) Additional | Receiving GuidancH
Status Institution Positionin Part of Area of Total Tasks in *
theProgram Name of | Full Time Specialization Name of Week | Weekly | Institution
Employer | Position Course ly Hours for
First Family Title Weekl | Per | Week | Per W [ Per Hours Stalff 2 34
(Dr, Ms, y Cent ly Ce ee | Cent member Degree | Degree
Mr) Hours Hours | nt ki
y
H
o}
ur
S
Dorit Aharonov Prof. Professor Quantum Computation & | 1. LAB IN 5 7 1 3
Algorithms APPLICATION OF
(maternity COMPUTER
leave-during THEORY
the £ 2. READING 2
semester SEMINAR IN
THEORY
3. RESEARCH 0
SEMINAR IN
FOUNDACION OF
Cs.
Michael Ben-Or Professor Computatid@damplexity, | 1. CRYPTOGRAPHY 3 13 Senate of 1
Algebraic Complexity, 2. INTRODUCTION 2 the
Cryptography, Quantum | TO INFORMATION Hebrew
Computation THEORY University
3. INTRODUCTION 3 Standing
TO QUANTUM Committe
COMPUTATION e of the

! Senior academic staff include (according to the PBC/VATAT definitions) the following 4 degrees: Lacturer; Senior Lecturer; Associate Professor; Full professor.

2 In case the employment status in the instituion and in the program are identical, this data can appear only once (please specify that this data is identical).

3 .
These columns are relevant only if the program has a masters and doctoral degrees.
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4. LABIN
APPLICATION OF
COMPUTER
THEORY

5. RESEARCH
SEMINAR IN
FOUNDACION OF
Cs.

Senate
Academic
Policy
Committe
e of the
University

Yair

Bartal

Prof.

Associate
Professor

On-line & Networking
Algorithms, Combinatorial
Structure of Metric Spaces|

1. GEOMETRIC
METHODS IN THE
THEORY OF
ALGORITHMS

2. LABIN
APPLICATION OF
COMPUTER
THEORY

3. ADVANCED
ALGORITHMS

4. RESEARCH
SEMINAR IN
FOUNDACION OF
Cs.

11

Library
committee

Michel

Bercovier

Prof.

Emeritus

1.COMPUTER
AIDED GEOMETRY
DESIGN AND
MODELING

CAD/CAM - LAB

Amir

Globerson

Dr.

Senior
Lecturer

machine learning,
probabilistic models,
artificial intelligence, natura
language processing, neurg

1. ADVANCED
TOPICS IN
MACHINE

| LEARNING

computation, large scale
optimization.

2. ADVANCED
TOPICS IN
MACHINE
LEARNING 2

3. RANDOM
SIGNALS &
VARIABLES

4. PROBABILISTIC
METHODS IN
ARTIFICAL
INTELLIGENCE

5. STATISTICAL &
COMPUTATIONAL
LEARNING LAB.

6. INTRODUCTION
TO INFORMATION
AND LEARNING
PROCESS

15

F'year
BSc
students
advisor

Danny

Dolev

Prof.

Professor

Distributed Aigiams,

Reliability of Distributed

1. DISTRIBUTED
ALGORITHMS

19

The
Authority
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System

2.0PERATING
SYSTEMS

3. COMPUTER
COMMUNICATION
AND NETWORKING
LAB

4. AVAILABILITY
AND RELIABILITY
OF DISTR. SYST -
LAB

5. DISTRIBUTED
ALGORITHMS,
NETWORKING AND
SECURITY

for
Libraries

Michael

Werman

Prof.

Professor

ComputeradfisiGeometry
& Algorithms, Robotics

1. COMPUTER
VISION SEMINAR

2. IMAGE

PROCESSING - LAB.

3.
COMPUTATIONAL
PHOTOGRAPHY

4. EXPERIMENTAL
MATHEMATICS

12

Ami

Weisel

Dr.

Senior
Lecturer

Signal processing and

wireless communication

1. STATISTICAL
SIGNAL
PROCESSING

2. CONVEX
OPTIMIZATION
AND
APPLICATIONS

3. SIGNAL
PROCESSING AND
OPTIMIZATION -
LAB

10

16

University

Appointm

ents and

Promotio
ns

Committe
e

Yair

Weiss

Prof.

Professor

Human and Machine Visior]

Learning, Neural
Computation

1. INTRO TO
DIGITAL SIGNAL
PROCESSING

2. ADVANCED
TOPICS IN
MACHINE
LEARNING

3. ADVANCED
TOPICS IN
MACHINE
LEARNING 2

4. COMPUTER
VISION - LAB

5. STATISTICAL &
COMPUTATIONAL
LEARNING LAB.

18

The
Associatio
n for
Research
Students
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6. HUMAN VISION:
A
COMPUTATIONAL
APROACH

Daphna

Weinshall

Prof.

Professor

ComputerBinlogical
Vision, Learning

1. SEMINAR FOR
OUTSTANDING
UNDERGRADUTAT
E STUDENTS

2. RESEARCH
SEMINAR IN
COMPUTER
SCIENCE

3. ADVANCED
TOPICS IN
COMPUTER VISION

4. COMPUTER
VISION - LAB

10

Head of
Computer
Science

David

Hay

Dr.

Senior
Lecturer

Computer Networks,
Network algorithms, High
performance switching and
routing

1. ADVANCED
TOPICS IN
COMMUNICATION
NETWORKS

2. DIGITAL
NETWORK IN
MODERN TIME

3. COMPUTER
COMMUNICATION
AND NETWORKING
LAB

4. DEPARTMENTAL
COLLOQUIUM -
COMPUTER
SCIENCE

Colloquim
coordinato
r

Leo

Joskowicz

Prof.

Professor

Intelligenh@uiter-Aided
Design, Geometric
Reasoning, Computer-

1.
COMPUTATIONAL
GEOMETRY

Assisted Surgery, Roboticq

2. LABORATORY IN
MEDICAL IMAGE
PROCESSING AND
ITSA

3. MEDICAL IMAGE
PROCESSING

4. SEMINAR IN
ADVANCED
MEDICAL IMAGE
PROCESSING AN

13

Sara

Cohen

Prof.

Associate
Professor

Databases, The Internet

1. DATABASES

w

2. LAB. IN MODERN
DATABASES

3. DATA ON THE
WEB

13

¥and &
year Bsc
students
advisor
University
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4. SEMINAR ON
DATABASE & THE
INTERNET

Conferenc
e
Committe
e

Nati

Linial

Prof.

Professor

Computer Sciefiteory,
Combinatorics, Graph
Theory,
Algorithms,Bioinformatics

1. LAB IN
APPLICATION OF
COMPUTER
THEORY

2. RESEARCH
SEMINAR IN
FOUNDACION OF
Cs.

3. MATHEMATICAL
TOOLS IN
COMPUTER
SCIENCE

4. TOPICS IN
ADVANCED
COMBINATORICS

10

Dani

Lischinski

Prof.

Professor

Computer Graphics,
Visualization, Image &
Video Processing

1. INTRODUCTION
TO COMPUTER
SCIENCE

2. ADVANCED
SEMINAR IN
COMPUTER
GRAPHICS &
COMPUTAT

3.
COMPUTATIONAL
PHOTOGRAPHY

4. TOPICS IN
GEOMETRIC AND
GRAPHIC
MODELLING

5. GEOMETRIC
MODELING AND
COMPUTATIONAL
GRAPHIC - S

6. COMPUTER
GRPHICS LAB.

18

Doctorate
Committe
e

Noam

Nissan

Prof.

Professor

Computer Theory,
Computational Economics,
The Internet, Electronic
Commerce

1. INTRODUCTION
TO COMPUTER
SCIENCE

2. ISSUES ON
BORDER OF
ECONOMICS &
COMPUTATION

3. RESEARCH
SEMINAR IN
FOUNDACION OF
Cs.

15
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4. Lab.inCS
education

5.LAB IN
ECONOMIC
CONSIDERATION
IN COMPUTATION

Alex

Samorodnit
sky

Professor

Theory of Computer
Science, Coding Theory,
Combinatorics

1. DATA
STRUCTURES

2. LABIN
APPLICATION OF
COMPUTER
THEORY

3. THE
PROBABILISTIC
METHOD

4. RESEARCH
SEMINAR IN
FOUNDACION OF
Cs.

10

Head of
Computer
Engineerin
g program

Natural
Sciences
Curriculu
m
Committe
e

Dana

Porat

Dr.

Senior
Lecturer

Wideband Communication
Systems, Wireless
Communication,
Information TheoryRadio
Propagation,
Communication Engineerin

1. ENGINEERING
PROJECT AND
WORKSHOPS - |

y 2. ENGINEERING
PROJECT AND
WORKSHOPS - I

10

Raanan

Fattal

Dr.

Associate
Professor

Image Processing, Compuf]
Vision, Computer Graphics
and Numerical analysis

erl. INTRODUCTION
TO NUMERICAL
COMPUTING

2. COMPUTER
GRAPHICS

3. ADVANCED
SEMINAR IN
COMPUTER
GRAPHICS &
COMPUTAT

4. GEOMETRIC
MODELING AND
COMPUTATIONAL
GRAPHIC - S

5. COMPUTER
GRPHICS LAB

14

Advisor —
BSc
combined
program
Computer
Science
and
Design -
Bezalel
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Dror Feitelson Prof Associate Performance evaluation, | Sabbatical
Professor especially workload
modeling and the
interactions of systems
with their workloads;
scheduling and resource
management in parallel
and other systems;
software engineering
and evolution
Shmuel Peleg Prof. Professor Image Proogssid 1. 3 12 "M NN
Computer Vision COMPUTATIONAL
PHOTOGRAPHY
2. IMAGE 2
PROCESSING
3. ADVANCED 2
TOPICS IN
COMPUTER VISION
4. COMPUTER 5
VISION - LAB
Nir Friedman Prof. Professor Artificial Intelligence, 1. ADVANCED 2 18 Head of
Machine Learning, SEMINAR IN Computati
Probabilistic COMPUTATIONAL onal
Reasoning,Bayesian BIOLOGY Biology
Networks,Learning 2. 8 program
Probabilistic Models, COMPUTATIONAL
Computational Biology, METHODS IN
Genetics MOLECULAR
BIOLOGY LAB
3. RESEARCH 2
METHODS IN
COMPUTATIONAL
BIOLOGY
4. COMUTATIONAL 6
METHODS IN
MOLECULAR
BIOLOGY
Orna Kupferman Prof. Professor Computer¢hidesign and| 1. COMPUTER 2 14 University
Verification SCIENCE - FAMILY Appointm
TRAIL ents and
2. LABIN 10 Promotio
APPLICATION OF ns
COMPUTER Committe
THEORY (yearly) e
3. FORMAL 2 Corner
VERIFICATION OF Stone
REACTIVE Committe
SYSTEMS e
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Guy

Kindler

Dr.

Senior
Lecturer

Complexity theory, analysig
of Boolean functions.

1.
COMPUTATIONAL
MODELS,
COMPUTABILITY
AND COMPLEXI

2. STUDENTS
SEMINAR THEORY
OF COMPUTER
SCIENCE (FAL

3. STUDENTS
SEMINAR THEORY
OF COMPUTER
SCIENCE (SPR

4. LAB IN
APPLICATION OF
COMPUTER
THEORY

5. Introduction to
Theoretical Computer
Science

15

Scott

Kirkpatrick

Prof.

Professor

Embedded Computing,
Complexity of Large Scale
Systems, Statistical

1. ENGINEERING
PROJECT AND
WORKSHOPS - |

Mechanics

2. ENGINEERING
PROJECT AND
WORKSHOPS - I

3. LABIN
EMBEDDED
SYSTEMS

15

Yuval

Rabani

Prof.

Professor

Theory of algorithms,

1. ALGORITHMS

w

computational complexity,
discrete optimization,
computational aspects of
metric geometry

2. LABIN
APPLICATION OF
COMPUTER
THEORY

3.

RESEARCH
SEMINAR IN
FOUNDACION OF
Cs.

4. TOPICS IN
DISCRETE
OPTIMIZATION

11

MSc
advisor

Jeff

Rosenschei
n

Prof.

Professor

Artificial Intelligence,
Multi-agent Systems

1. ADVANCED
SEMINAR IN A.l

2.

INTRODUCTION TO
MULTIAGENT
SYSTEMS

11

Head of
School of
Engineerin
g and
Computer
Science
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3. INTRODUCTION
TO ARTIFICIAL
INTELLIGENCE

4. LABORATORY IN
ARTIFICAL
INTELLIGENCE

Ari

Rappoport

Prof.

Associate
Professor

Computer Graphics,
Geometric Modeling,
CAD/CAM

1. DEVELOPMENT
OF INTERNET
SOFTWARE LAB

2. HI-TECH
ENTREPRENEURSH
IP (1)

3. HI-TECH
ENTREPRENEURSH
P (2)

4. SEMINAR IN
COMPUTATIONAL
LINGUISTICS

5.
COMPUTATIONAL
ASPECTS OF APPL.
LINGUISTICS -LAB

18

PhD
studnts -
Advisor

Yehoshua

Sagiv

Prof.

Professor

DatabasegcLo

Programming, Expert

Systems

1. DATABASES

2. THEORETICAL
FUNDAMENTALS
OF DATABASES

Wlw

3. SEMINAR ON
DATABASE & THE
INTERNET

4. DATABASE AND
THE INTERNET -
LAB

13

Shai

Shalev
Schwarz

Dr.

Senior
Lecturer

Machine learning, statistical

learning theory, online
prediction, optimization

1. INTRODUCTION
TO MACHINE
LEARNING

2. ADVANCED
TOPICS IN
MACHINE
LEARNING

3. ADVANCED
TOPICS IN
MACHINE
LEARNING 2

4. ADVANCED
COURSE IN
MACHINE
LEARNING

5. STATISTICAL &
COMPUTATIONAL
LEARNING LAB.

14

MSc
advisor
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Amnon

Shashua

Prof.

Professor

Geometric and
photometric relations
between 3D objects and
their 20 images, visual
recognition under
varying viewing
positions and
illumination conditions
and representation of
multiple images

Sabbatical

Naftali

Tishby

Prof.

Professor

Machine Learning &
Computational Learning
Theory, Dynamical Systemg

1. INTRODUCTION
TO LINEAR
SYSTEMS

& Signal Processing,
Computational
Neuroscience,
Bioinformatics, Speech and

2. ADVANCED
TOPICS IN
MACHINE
LEARNING

Language Processing

3. LAB IN
COMPUTATIONAL
NEUROSCIENCE
AND LEARNING

4. Models of
perception-action
cycles

5. DYNAMIC
SYSTEMS AND
CONTROL

6. MUSIC & BRAINS

7. TUTORIAL
COURSE:
SELECTIVE TOPICS
IN NEURAL COMP

8. Interfaces between
Experiments and
Theory in Bra

21

108




Table 2B

Junior Academic Staff Employed

Part of Full Time

Part of Full Time

Additional Employment

Courses taught by the staff member

Name of staff member Employment| Positionin the Positionin the (outside the institution) Additional
Status Institution Program Part of Full Time Area of Total Tasks in
Name of Position Specialization Name of Weekly | Weekly Hours| Institution
First Family Title Weekly | Per Weekly Per Employer Weekly Per Course Hours for
Hours Cent Hours Cent Hours Cent Staff member
Michael Schapira Dr. Lecturer Networking | 1. ADVANCED 2
(full time systems TOPICS IN
starting research, COMMUNICATION
academic computational| NETWORKS
year economics
2012/13) and game
theory

! In case the employment status in the instituiahiarthe program are identical, this data can appely once (please specify that this data is igeht
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Table 2C

Adjunct Teaching Staff - Senior

Name of Teacher

First

Family

Academic
degree

Employment Status

Yearly Teaching Units

Area of Specialization

Courses taught by the
teacher

Additional Tasks in
Institution

Elhanan

Elboher

MSc

Teaching Assistant

8.8

Computer Science

67829 IMAGE
PROCESSING

None

Almagor

Shaull

MSc

Teaching Assistant

8.8

Computer Science

67521
COMPUTATIONAL
MODELS,
COMPUTABILITY AND

COMPLEXI

None

Aronshtam

Lior

MSc

Teaching Assistant

8.8

Computer Science

67109
DATA STRUCTURES

None

Aran

Dvir

MSc

Teaching Assistant

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE

None

Birnbaum

Aharon

MSc

Teaching Assistant

8.8

Computer Science

67546, 67547
ENGINEERING
PROJECT AND

WORKSHOPS 1,2

None

Goldstein

Amit

MSc

Teaching Assistant

6.6

Computer Science

67609
COMPUTER GRAPHICS

None

Ganz

Maor

MSc

Teaching Assistant

8.8

Computer Science

67504
ALGORITHMS

None

Heinemann

Uri

MSc

Teaching Assistant

8.8

Computer Science

67925
COMPUTER CONS.
WORKSHOP: FROM

NAND TO TETRIS

None

Weiss

Yaacob

MSc

Teaching Assistant

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE

None
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Vaizman

Yonatan

MSc

Teaching Assistant

6.6

Computer Science

67316, 67317
PROGRAMMING
WORKSHOP IN C AND
C++

None

Weizman

Lior

MSc

Teaching Assistant

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE

None

Weiner

Assaf

MSc

Teaching Assistant

55

Computer Science

76552
WORKSHOP IN
COMPUTATIONAL
BIOSKILLS

None

Cohen

Noa

MSc

Teaching Assistant

8.8

Computer Science

67125
INTRODUCTION TO
OBJECT ORIENTED

None

Lev

Omer

MSc

Teaching Assistant

8.8

Computer Science

67808
OPERATING SYSTEMS

None

Zwecher

Elchanan

MSc

Teaching Assistant

6.6

Computer Science

67652
RANDOM SIGNALS &
VARIABLES

None

Levi

Effi

MSc

Teaching Assistant

8.8

Computer Science

67310
INTRODUCTION TO
LINEAR SYSTEMS

None

Luria

Tzur

MSc

Teaching Assistant

8.8

Computer Science

67504
ALGORITHMS

None

Nehama

llan

MSc

Teaching Assistant

6.6

Computer Science

67865
MATHEMATICAL
TOOLS IN COMPUTER
SCIENCE

None

Sabato

Sivan

MSc

Teaching Assistant

8.8

Computer Science

67808
OPERATING SYSTEMS

None

Pochter

Nir

MSc

Teaching Assistant

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE

None

Freedman

Gilad

MSc

Teaching Assistant

8.8

Computer Science

67316, 67317
PROGRAMMING
WORKSHOP IN C AND
C++

None
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Klein

Avital

MSc

Teaching Assistant

11

Computer Science

76558
COMUTATIONAL
METHODS IN
MOLECULAR
BIOLOGY

None

Kronman

Achia

MSc

Teaching Assistant

8.8

Computer Science

67316, 67317
PROGRAMMING
WORKSHOP IN C AND
C++

None

Cario

Cobi

MSc

Teaching Assistant

8.8

Computer Science

67200
DIGITAL COMPUTERS
ARCHTECTURE

None

Rosenbaum

Dan

MSc

Teaching Assistant

6.6

Computer Science

67567
INTRO TO DIGITAL
SIGNAL PROCESSING

None

Tzachy

Reinman

MSc

Teaching Assistant

8.8

Computer Science

67130
INTRODUCTION TO
COMPUTER SCIENCE

None

Schwartz

Roy

MSc

Teaching Assistant

8.8

Computer Science

67125
INTRODUCTION TO
OBJECT ORIENTED

None

Shini

Mohanad

MSc

Teaching Assistant

8.8

Computer Science

67200
DIGITAL COMPUTERS
ARCHTECTURE

None

Adjuct external

staff

Pasternak

Tal

Dr.

Adjunct lecturer

3*

Cyber-Physical
Systems

67631
REAL TIME SYSTEMS

None

Falik

Ohad

M.Sc

Adjunct lecturer

2%

Computer Architecture

67200
DIGITAL COMPUTERS
ARCHTECTURE

None

Dekel

Amnon

Dr.

Adjunct lecturer

3*

Mobile Computing

67625
POST PC COMPUTING:
HUMAN-CENTRIC
MOBILE COMPUTI

None




67744

Levi Omer M.Sc Adjunct lecturer 2% Design and ADVANCE COURSE IN None
Implementation of EMBEDDED SYSTEMS
Embedded Systems
67744
Kaufman Netanel M.Sc Adjunct lecturer 1* Design and ADVANCE COURSE IN None
Implementation of EMBEDDED SYSTEMS
Embedded Systems
* Frontal weekly teaching hours
Adjunct Teaching Staff - Junior
Name of Teacher Employment Status | Yearly Teaching Units| Area of Specialization| Courses taught by the|  Additional Tasks in
teacher Institution
First Family Academic
degree
B.Sc. 67928
Inger Yaron Lecturer 4.4 Computer Science INTRODUCTION TO None
SOFTWARE AND
SYSTEMS SECURITY
B.Sc. Lecturer 67555
Assulin Ohad 4.4 Computer Science INTERNET None
TECHNOLOGIES
67928
Fried Ohad 4.4 Computer Science INTRODUCTION TO None
SOFTWARE AND
SYSTEMS SECURITY
B.Sc. Lecturer
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Aaronson

Yair

B.Sc.

Grader

8.8

Computer Science

67925
COMPUTER CONS.
WORKSHOP: FROM

NAND TO TETRIS
67808
OPERATING
SYSTEMS

None

Arjevani

Yossi

B.Sc.

Grader

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE
67109
DATA STRUCTURES

None

Gutin

Jenia

B.Sc.

Grader

8.8

Computer Science

67316
PROGRAMMING
WORKSHOP IN C

67125

INTRODUCTION TO
OBJECT ORIENTED

None

Huberman

Inbar

B.Sc.

Grader

8.8

Computer Science

67316
PROGRAMMING
WORKSHOP IN C

67125

INTRODUCTION TO
OBJECT ORIENTED

None

Hirschfeld

Dafna

B.Sc.

Grader

8.8

Computer Science

67504
ALGORITHMS
67808
OPERATING
SYSTEMS

None

Levy

Efrat

B.Sc.

Grader

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE
67125
INTRODUCTION TO
OBJECT ORIENTED

None




115

Lewenberg

Yoad

Mizrahi

Moran

B.Sc.

Grader

8.8

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE

67808
OPERATING
SYSTEMS

None

Milchgrub

Alon

B.Sc.

Grader

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE
67200
DIGITAL
COMPUTERS
ARCHTECTURE

None

Kingsley

Jacob

B.Sc.

Grader

8.8

8.8

Computer Science

67101
INTRODUCTION TO
COMPUTER SCIENCE
67521
COMPUTATIONAL
MODELS
COMPUTABILITY
AND COMPLEXI

None

Rubinstein

Dana

B.Sc.

B.Sc.

Grader

Grader

Computer Science

67316, 67317
PROGRAMMING
WORKSHOP IN C
AND C++
67808
OPERATING
SYSTEMS

Non

e

Alroy

Maya

4.4

Computer Science

DATA STRUCTURES

67109

None

Gonen

Alon

B.Sc.

B.Sc.

Grader

8.8

Computer Science

INTRODUCTION TO
COMPUTER SCIENCE

67101

67808
OPERATING
SYSTEMS

None

Wald

Yoav

B.Sc.

Grader

Grader

8.8

8.8

Computer Science

INTRODUCTION TO

67577

MACHINE
LEARNING

67101

None

Computer Science

INTRODUCTION TO
COMPUTER SCIENCE

None
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Zakay

Netanel

B.Sc.

Grader

8.8

Computer Science

67594
DIGITAL NETWORK
IN MODERN TIME

None

Halamish

Shulamit

B.Sc.

Grader

8.8

Computer Science

67504
ALGORITHMS

None

Tehori

Roni

B.Sc.

Grader

8.8

Computer Science

67829

IMAGE PROCESSING
67109

DATA STRUCTURES

None

Cohen

Liron

B.Sc.

Grader

8.8

Computer Science

67842
INTRODUCTION TO
ARTIFICIAL
INTELLIGENCE

None

Mehrzadi

David

B.Sc.

Grader

8.8

Computer Science

67125
INTRODUCTION TO
OBJECT ORIENTED

None

Mosheiff

Yonatan

B.Sc.

Grader

8.8

Computer Science

67504
ALGORITHMS
67521
COMPUTATIONAL
MODELS,
COMPUTABILITY
AND COMPLEXI

None

Peled

Yuval

B.Sc.

Grader

8.8

Computer Science

67504
ALGORITHMS
67109
DATA STRUCTURES

None

Peled

Shir

B.Sc.

Grader

8.8

Computer Science

67548
INTRODUCTION TO
INFORMATION
THEORY

None

Floman

omri

B.Sc.

Grader

8.8

Computer Science

67504
ALGORITHMS

None

Peles

Oren

B.Sc.

Grader

8.8

Computer Science

67200
DIGITAL
COMPUTERS
ARCHITECTURE

None

Rosenfeld

Nir

B.Sc.

Grader

8.8

Computer Science

67109
DATA STRUCTURES

None
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7.3 -Tableno. 3

Average Score of Teaching Surveys in the Last 5 Yea

Department of Computer Science

1°' semester 2" semester
Required Electives Seminars Workshops/ Required Electives Seminars Workshops/
Laboratories Laboratories
Academic Year 2007
Mean 16.44+1.79 15.76+2.09 1942 | - 15.63+2.18 15.91+1.95| = -—— | -
Reported 8 14 1 | e 8 12 | e e
courses
Total # 8 16 6 10 8 19 5 10
Academic Year 2008*
Academic Year 2009
Mean 16.18+3.36 15.72+2.23 15.89 11.18 16.90+1.96 14.88+3.45 16.87
Reported 8 16 I 6 18 2 | -
courses
Total 9 18 4 10 7 21 6 10
Academic Year 2010
Mean 14.30+0.04 15.69+3.20 e . 16.86+2.75 16.23+1.94 — e
Reported 9 16 5 2 e e
courses
Total 10 16 4 10 6 25 8 10
1-Academic Year 2011
Mean 15.49+2 .43 16.31+2.32 | = - | - 16.68+2.07 15.75+2.10 18.17 | = -
Reported 7 8 | e e 5 18 2 | e
course:
Total 7 21 7 10 5 25 10 7
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*Due to the staff strike in the academic year 20@8e is not enough information regarding teaclewajuation
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